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CONSISTENT AND INCONSISTENT WAYS  
TO DYNAMIZE THE NEO-CLASSICAL THEORY 

 
Matti ESTOLA ∗ 

Abstract. With equal profit functions, the static neo-classical theory of a firm 
and its dynamization by dynamic optimization give equal results. Thus 
without additional assumptions, dynamic optimization does not dynamize the 
theory. In the existing models, the solution paths obtained by dynamic 
optimization converge to the static optimum only under very restricting 
initial conditions. On the other hand, the static neoclassical theory of a 
consumer and its dynamization by dynamic optimization explain different 
quantities: the real consumption of various goods and the money allocated 
for consumption over time. Thus the dynamic neo-classical micro theory 
obtained by dynamic optimization is either inconsistent with the static one, 
or models a different quantity. The neo-classical framework is then lacking 
consistent static and dynamic theories of a firm and a consumer, and here 
we introduce such. We define the “economic forces” acting upon the 
production of a firm and the consumption of a consumer, and show that 
these dynamic theories analogous to Newtonian mechanics are consistent 
with the static neo-classical ones; the latter correspond to zero-force 
situations in the former. The proposed theories are expressed with 
measurable quantities and they explain economic growth too. (JEL D11, 
D21, D91). 

Keywords: Economic dynamics, Neo-classical theory, Economic force, 
Newtonian economics. 

1. Introduction 

According to Mirowski (1989a), the progenitors of neo-classical 
economics imitated classical mechanics. For example, the concept of 
equilibrium was introduced in economics from physics by Canard at 1801 
(Mirowski 1989b). Even though equilibrium is a “balance of forces” 
situation, in economics the balancing forces have not been defined. In spite 
of this, the term “force” is common in economics, see Lucas (1988). The 
“invisible hand” by Adam Smith is an example of how the concept of 
“force field” has been applied in economics. 
                                      

∗ University of Eastern Finland, Faculty of Social Sciences and Business Studies, 
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Fisher (1983 pp. 9-12) writes: “... I now briefly consider the feature 
that a proper theory of disequilibrium adjustment should have ... under 
what conditions the rational behaviour of individual agents drives an 
economy to equilibrium. ... Such a theory must involve dynamics with 
adjustment to disequilibrium over time modelled. ...the most satisfactory 
situation would be one in which the equations of motion of the system 
permitted an explicit solution ... as known functions of time. ...the theory 
of the household and the firm must be reformulated ... to allow agents to 
perceive that the economy is not in equilibrium and to act on that 
perception. ... a satisfactory underpinning for equilibrium analysis must be 
a theory in which the adjustments to disequilibrium made by agents are 
made optimally.” 

We follow Fisher in proposing a new framework for modelling in 
economics. We believe that the “willingness of economic agents to better 
their situation” is the fundamental cause of economic dynamics, and we 
demonstrate the applicability of this framework in modelling the behaviour 
of a firm and a consumer. Our approach offers several advantages as 
compared with the existing way to dynamize the static neo-classical theory 
by dynamic optimization: 1) The dynamic theories obtained by dynamic 
optimization are inconsistent with the corresponding static ones. This 
means that both of them cannot be accepted simultaneously. On the other 
hand, static neo-classical theory is a special case in our modelling – the 
zero-force situation – and our framework covers both static and dynamic 
situations. 2) Our framework does not require dynamic optimization, and 
3) it covers also cases where an optimum does not exist. Thus, for 
example, permanent growth can be modelled in our framework. 

2. The Static and the Dynamic Neo-classical Theory  
of a Firm  

We study the dynamization of the neo-classical theory of a firm by 
dynamic optimization according to Evans (1924), because other such 
models share the same problems, see e.g. Jorgenson (1963). Evans assumes 
the cost and demand functions for a monopoly firm as  

                           (1) 
where  is the amount of production of the firm in a time unit,  the 
demand of the product of the firm at the time unit, 

),(,)(q 0
2

s tphbapqCBqAqC dss ′++=++=

sq dq
p  the price of the 

product,   are positive constants while  a  is negative. The sign of b,0CB,,A
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constant  is left open. Assuming h ,qqq ds ==  that is the whole production 
gets sold, the profit function becomes the following:  

 =′π (,( tpp −= )()) qCpq

))( 2tphb −′+

 

   (2) .))((())( 0CtphbapBapAtphbap −′+++−′++= (p

Assuming  we get the corresponding static optimization 
problem with the solution: 

,0=h

                .
)1(2)1

*qaB
(2

20 **

aA
aBbbap

aAa
aAbbp

−
−

=⇔=
π
π
∂
∂

=+=⇔
−
− +           (3) 

The corresponding dynamic optimization problem is following: 

                  (4) ∫ =′π
′

1

0 211)(),(
.)(,(),((max

t

tptp
ptppptp =)0(,)) pdtt

The Euler equation of this problem gives the following differential 
equation   

 ,2)()1(2)( atp −+′′20
)(
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tpt
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that has solution:  
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)1(2

2*
aAa

aAbbp −
==,( 0210 Ah

aAa
kaBpeCeCptp tktk −
=

−
−

++ −) =  

 .)()(,
1

1
2

tk pC =

.0

)()(
11

1

11
0200102

tktk

tk

tktk ee
ppep

ee
eppppC −−

−

−
−−−

−
−−−

1 =

(tp

  (6) 

Now, in thinking whether the static and the dynamic optimization 
problem are consistent with each other, we see firstly that if  in (5), 
the Euler equation reduces to that in (3). Thus if we apply the same profit 
function in the dynamic problem as in the static one, we get the same 
result:  Dynamic optimization then does not give a 
differential equation to be solved unless a different profit function is 
assumed as in the static case, namely, 

0=h

.0*,) 1ttp <<=

≠h
0* pp
  

On the other hand, the solution =  of the static problem in (3) is 
obtained as a special case of Eq. (6) by assuming  i.e. 

 Another correspondence between the two solutions is 
obtained by assuming  in (6) if  and 

,021 == CC
.021 pp = p=

0>h 02 =C  if  In this .0<h01 =C
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case  i.e. the solution path of the dynamic problem 
converges to the static optimum, even though during time  this 
convergence does not occur.  

,)(lim 0ptpt =∞→

),0( 1t

Thus the solution of the static problem is obtained as a special case 
from the dynamic problem only under restricting initial conditions that 
either degenerate the solution path to a fixed point ,)( 0ptp =  or restrict the 
solution path to be stable. In cases ±∞=≠ ∞ )(tp

.0
→lim,0,1 kC t

2C
 depending on 

the sign of  if  and on the sign of  if 1C ,0>h <h  Thus in most cases 
the solution path of the dynamic problem is inconsistent with that of the 
static one. 

2.1. Modelling the Present Value of Profit 

The dynamic optimization problem of the current value of profit of a 
firm from time unit  is )1t,0(

p(t)
max

tre−

                           (7) ∫∫ π= −11

0p(t)0
,))((max)),((

t trt
dttpedtttpF

where  the discount factor with constant interest rate .r  The necessary 
condition for (7) – together with possible boundary conditions – is the 
following Euler equation 

 .0
)(

0
)(

0
)()(

=
∂
π∂

⇔=
∂
π∂

⇔=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′∂
∂

−
∂
∂ −

tptp
e

tp
F

dt
d

tp
F tr  

The necessary condition of problem (7) equals with that in the static 
theory. Thus assuming present value of profit as the target function in the 
dynamic problem does not affect the result. 

3. The Static and the Dynamic Neo-classical Theories  
of a Consumer  

3.1. The Static Neo-classical Theory of a Consumer 

We assume a consumer's decision-making as simple as possible like 
in all textbooks of elementary economics. The length of the time horizon is 
assumed to be one week, and the consumer is assumed to choose his/her 
weekly consumption of only two goods the consumer consumes every 
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week. For clarity, let good 1 be “food” and good 2 “playing video games” 
according to the traditional choice between food and fun. The consumer is 
assumed to have budgeted a fixed amount of money  for his/her 
weekly consumption, and the unit prices of food and playing video games 
are  and  respectively

)/($ weekl

)/($1 kgp ),/($2 hp

221 qp+

1. The weekly budget of the 
consumer is 1qpI =  where  and  are the 
consumption flows of the two goods. 

)/(1 weekkgq )/(2 weekhq

The consumer has a continuous real valued weekly utility function 
 To be able to write well-defined expressions with this 

function, measurement unit ut is given for utility (or satisfaction). 
However, because the consumer spends all the money he/she has budgeted 
for the week during the week, the satisfaction he/she gains from 
consumption takes place at the week. Thus function u  with unit 

).,( 21 qqfu =

weekut /  
measures the consumer’s weekly flow of satisfaction. 

The consumer's marginal utilities of the two goods, 

 ,0),(,0),(

2

21

1

21 >
∂

∂
>

∂
∂

q
qqf

q
qqf  

have units kgutweekkgweekut /)//()/( =  and ,/)//()/( hutweekhweekut =  
respectively. Substituting the budget in the utility function gives the 
following unrestricted problem:   

 ).,,,()/)((),(,max 211211,121
21

IppqFpqpIqfqqfuu
qq

≡−==       (8)  

The optimal weekly consumption of food   can be solved from the 
following equation: 

*
1q
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∂
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∂
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∂
∂
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that can also be presented according to Eq. (8) as:  
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The sufficient condition for maximum is: 

 .0
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1 Measurement units are in parenthesis after the quantities, see De Jong (1967). 
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Non-increasing marginal utility makes  and   
non-positive, and if the partial functions are continuous, then 

 (Apostol 1979 p. 360). Assuming the partial 
functions continuous, the sufficient condition for maximum is: 

 Thus, the greater   is, the higher the marginal utility of 
good 2 and vice versa. 

2
1

2 / qf ∂∂ 2
2

2 / qf ∂∂

12
2

21
2 // qqfqqf ∂∂∂=∂∂∂

.0/ 21
2 >∂∂∂ qqf 1q

3.2. Dynamic Consumer Behaviour by Dynamic Optimization 

Here we dynamize the theory given in section 3.1 by dynamic 
optimization. The consumption flows of the two goods are assumed to 
depend on time  with unit  while the other quantities are assumed 
fixed. Substituting the budget equation in the utility function, gives: 

t ,week

 ).,,),(()(),()( 211
2

11
1 IpptqF

p
tqpItqftu ≡⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=                 (11) 

Assuming that the consumer lives an infinite time with ρ  as his/her 
time preference, the unrestricted dynamic optimization problem for the 
consumer becomes the following:     

  ∫∫
∞ ρ−∞ ρ− =
0 211)(0)(

),,),((max)(max
11

dtppItqFedttue t

tq

t

tq

           ∫
∞

ρ=
0 211)(

.),,,,),((max
1

dttppItqG
tq

The Euler equation of this problem is: 

.0since000
)( 11

'
1 1

>=
∂
∂

⇔=
∂
∂

⇔=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂
∂

−
∂
∂ ρ−ρ− tt e

q
F

q
Fe

tq
G

dt
d

q
G  

The necessary condition for this dynamic problem then equals with 
that in the static case in (9). Thus for dynamic optimization to give an 
equation of motion for the consumption of a consumer, either the target 
function or the budget equation must be changed from that of static 
analysis. However, in that case the two frameworks would not be 
consistent with each other as we observed in the case of a firm. 
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3.3. The Ramsey-Cass-Koopmans Model of Consumption 

The inability of dynamic optimization to yield an equation of motion 
for the consumption of a consumer described in Section 3.2 has led to the 
situation that a dynamic model for the real consumption of a consumer 
does not exist. On the other hand, the allocation of money for consumption 
over time has been modelled by Ramsey (1928), Cass (1965), and 
Koopmans (1965). The RCK-model is presented here in the form of Romer 
(1996, pp. 39-44). In the model there are H  identical households with the 
size of each household growing at rate n  The household’s lifetime utility 
function of infinite horizon with discount rate 

.
ρ  is the following     

 ∫
∞ ρ−=
0

,)())(( dt
H

tLtCueU t                     (12) 

where  is the consumption of each member of the household at time  )(tC
))

.t
(( tCu  is the utility function that gives each member’s utility at a given 

date, )(tL  the total population in the economy, and HtL /)(  average 
number of members in a household. Thus HtLtCu /)())((  is the 
household’s utility at time  The budget constraint of this optimization 
problem is: 

.t

 ∫∫
∞

=

−∞

=

− +≤
0

)(
0

)( ,)()()()0()()(
t

tR
t

tR dt
H

tLtwtAe
H

Kdt
H

tLtCe   

where  is the interest rate, rdrtR t ,)()( 0 ττ∫= =τ HK /)0(  the initial capital 
holdings of the household, )(tA  the efficiency factor of a worker in work, 
and )()( twtA  a worker’s labour income. The budget constraint takes care 
that the present value of lifetime consumption does not increase the present 
value of lifetime income of the household. To get clear results, the 
following utility function is assumed for the household,  

       ,0)1(,0,
1

)())((
1

>θ−−−ρ>θ
θ−

=
θ−

gntCtCu  (13) 

where  is the coefficient of risk aversion, and θ )(/)( tAtAg ′=  the growth 
rate of efficiency of labour. The latter condition guarantees that the lifetime 
utility does not diverge. This constrained dynamic optimization problem 
yields the following optimum condition (Romer 1996 p. 44): 

.)(
)(
)(

θ
ρ−

=
′ tr
tC
tC  
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The optimal growth rate of consumption of a worker  is 
thus increasing, if interest rate exceeds the time preference of the 
household and vice versa.  

)(/)( tCtC′

Now, the RCK-model explains the time path of money used in 
consumption of a household, but it does not dynamize the static neo-
classical theory of real consumption of a consumer given in section 3.1. 
The two theories explain different quantities and we have found no article 
where the link between these theories has been studied. The difference in 
the theories is seen in the arguments of the utility functions. The static 
theory assumes that utility originates from the real consumption of various 
goods, and the dynamic theory assumes that utility originates from the total 
money used in consumption without noticing the structure of consumption.  

4. A Dynamic Theory of Production Consistent with  
the Static Neo-classical One 

4.1. Kinematics of Production and Consumption 

Let )/)(( timeunittq
.t
,t

 be the flow of production or consumption of a 
good at time moment  The accumulated production (consumption) of the 
good till time moment  is then: ),)(( unittQ

   ),()(),()(,)()()(
00 tqtQtqtQdssqtQtQ t

t ′=′′=′∫+=

where  is the accumulated amount of production (consumption) 
of the good till moment 

))(( 0 unittQ
)/)(()(,0 timeunittqtQt =′  the momentous flow, 

and  the momentous acceleration of accumulated 
production (consumption) at time moment This kinematics serves as a 
prelude for Newtonian theories of production and consumption. 

)2

.t
/ timeunit)(()( tqtQ ′=′′

4.2. Newtonian Theory of Production 

The decision-making for the dynamics of production of a firm can be 
studied by assuming the decision-makers to plan whether to increase the 
accumulated production of the firm by a certain amount or not, or by 
assuming that they are planning to change the flow of production of the 
firm from the last week, month, or year by a certain quantity. We study 
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here only the latter case by the profit function applied in Evans (1924) with 
 Assuming the units for the quantities as  the 

Newtonian theory of a firm in Estola (2001) gives the following equation 
of motion for production of the profit-seeking firm: 

.0=h ),/($),/( unitpweekunitq

 .)(22)()( B
a
btqA

a
tqm

q
tqm −−⎟

⎠
⎞

⎜
⎝
⎛ −=′⇔

∂
π∂

=′                   (14) 

The units of the constants are: 
,/:),/($:,/$:,/$: 22 weekunitbweekunitaunitBunitweekA ××

m 22 /$ unitweek×
 and 

positive constant  with unit  is the inertial factor of 
production. It takes care that changing the flow of production does not 
occur instantaneously but takes some time. These units make the equation 
dimensionally correct, see De Jong (1967). Marginal profitability q∂π∂ /  
with unit  is the “force” acting upon the production of the firm. 
According to Eq. (14), there is positive acceleration in production  
if 

unit/$

0/ >∂qπ∂  and vice versa. The solution of the differential equation in 
(14) is:  

,0)1(2,
)1(2

)(,
)1(2

)(
)1(2

1 <
−

−
+

=∞+
−
+

=
−

am
aA

aA
aBbqeC

aA
aBbtq

t
am

aA

 

constant.,
)1(2

2)( 1C
aAa

aBaAbbp
−
−−

=∞  

This dynamic model gives the static neo-classical theory as 
asymptotic case with .∞→t  The static neo-classical equilibrium is 
obtained in (14) also as the “zero-force” situation. Notice that instead of 
production dynamics we could have modelled price dynamics and get the 
same solution because the demand function defines a one-to-one relation 
between p  and  Non-stable solution paths, that correspond to perma-
nent growth, are obtained from (14) by assuming time dependencies in the 
demand or the cost function, or assuming increasing returns to scale, see 
Estola (2001).  

.1q

5. A Dynamic Theory of Real Consumption Consistent  
with the Static One 

Here we model dynamic consumer behaviour so that the static  
neo-classical framework corresponds to a “zero-force” situation in this. We 
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continue analyzing the two-good situation in section 3.1 and assume a 
Cobb-Douglas – form for utility,  where the units of 
the positive constants are: 

,)()( 1
21

α−α= cqbqAu
,/:,/:,/: hweekut ckgweekbweekA  and  is a 

pure number. Utility is thus measured in units 
α

weekut /  and the two power 
functions are dimensionless. Substituting the budget in the utility function, 
we get:      

 .))(())(()(
1

2

11
1

α−
α

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=

p
tqpIctbqAtu               (15) 

Omitting the time dependency in  we get the corresponding static 
neo-classical solution for optimal  from Eq. (15) as follows: 

1q
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.
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11
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α

 

According to Estola & Hokkanen (2008), we can write the following 
Newtonian equation of motion for   for a utility-seeking consumer with 
time:  

1q

                
1

'
11 )(

q
utqm

∂
∂

=  

 
)(

)))(())(())((
)(

12

11
2

11
1

'
11 tqp

tqpI
p

tqpIctbqAc
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−α⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −

=⇔

α−
α

      (16) 

where positive constant  with unit  has the same role as 
inertial mass has in physics; it takes care that the adjustment in 
consumption does not occur immediately but takes some time. Marginal 
utility  is the “force” acting upon the consumption of good 1. Notice 
that the budget equation is included in the utility function before 
calculating the marginal utility. Because of the non-linearity of Eq. (16), 
we solve it numerically by assuming the values for the constants as: 

1m

10

22 / kgweekut ×

.1

1/ qu ∂∂

100,5 ,2,,5,.0 121 ======= Ampp=I cbα  With ,∞→t  the solution 
path of Eq. (16) in Figure 1 converges to the static neo-classical optimum:  

 .*
1 =q α 10/ 1 =pI
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Figure 1. The solution path for consumption of good 1. 

 
In order to test the theory in (16), the marginal utility of the consumer 

should be measurable. However, the consumer’s marginal utility of food 
consumption with unit kgut / is not measurable because we have no way to 
measure a consumer’s satisfaction. Thus, for testing the theory we need to 
transform the force in a measurable form. We can factor 1/ qu ∂∂  as: 
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where positive term ,Z  
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does not affect the sign of the force. The active part of the force – the term 
in brackets in (17) – can be understood so that the positive term 
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is the “marginal willingness-to-pay” of the consumer for food, and  is its 
price, see Estola & Hokkanen (2008). Thus the term in brackets in (17) can 

1p

 17



be understood so that the force is positive if the marginal willingness-to-
pay of the consumer exceeds the price of food, and vice versa. This term 
has the same zero point as 1/ qu ∂∂  has, namely Thus the 
acceleration of food consumption of this consumer is positive if the 
consumer’s marginal willingness-to-pay exceeds the price of food, and 
vice versa.  

.1
*
1 / pIq α=

To simplify the equation, we leave the positive factor Z out from the 
force and denote this new measurable force with unit  as  kg/$ ,1F

.11
1

1 1
pp

q
IF −⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

α−
α

=  

The corresponding equation of motion for food consumption is 

      ,11
1

'
11 )()1( ⎜⎜

⎝

⎛
α−

α

1m̂

)(ˆ pp
tq

Itqm −⎟⎟
⎠

⎞
−=                       (18) 

where positive inertial constant  (“mass”) with unit  
makes the equation well defined, see De Jong (1967). Due to the non-
linearity of the equation in (18), we solve it numerically. Assuming 

  as before, the solution path is shown in Figure 2. 
The consumer’s food consumption converges to the static neo-classical 
optimum:  Thus analogous results are obtained by the two 
forces. The advantage of the former is that it is derived from the 
assumption that the consumer’s aim is to increase his/her utility with time, 
and that of the latter is that it is measurable in units   

22 / kgweek$×

.kg

100,5,5.0 1 ===α Ip

/ 1
*
1 =α= pIq .10

/$
Our framework implies that the explicit measuring of utility is not 

needed in modelling consumer behaviour. A consumer's decision-making 
can always be expressed in the form “marginal willingness-to-pay minus 
price”. Utility is only an auxiliary quantity required in defining the 
marginal willingness-to-pay of a consumer for various things. All utility 
functions with the same preference order give equal marginal willingness-
to-pay values for goods near the consumer's optimum, see Estola & 
Hokkanen (2008).  
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Figure 2. The path of food consumption of the consumer. 

 

The dynamic consumer behaviour introduced in this section has still 
one advantage as compared with the static neo-classical framework. 
Because time is omitted in the static neo-classical analysis, in that 
framework we cannot model how changes in consumers’ wealth or in 
prices with time affect their consumption. In our framework this can be 
done. Suppose a consumer gains wealth so that he/she can steadily increase 
funds for his/her consumption. The budgeted funds for his/her weekly 
consumption become then a function of time, and in the real world the 
prices of goods are functions of time. Assuming the Newtonian equation 
for food consumption as in (18), we can set there functions  and 
solve the equation in this case. Thus our framework can be extended for 
modelling changes in consumption due to changes in income and prices 
that cannot be done in the static neo-classical one. Time dependent 
consumer preferences can be included in the model analogously. 

)(),( 1 tptI

6. Conclusions 

We showed that the static neo-classical theory of a firm and a 
consumer are either inconsistent with the corresponding theories obtained 
by dynamic optimization, or they model a different quantity. As a solution 
to this, we extended the static neo-classical theory of a firm and a 
consumer to a dynamic form consistent with the static analysis. In this we 
defined the “economic forces” acting upon the production of a profit-
seeking firm and a utility-seeking consumer. An isomorphism between 

 19



 20 

economic dynamics and classical mechanics was thus proposed that gives 
equilibrium and non-equilibrium analysis by using a single framework.  
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INVESTIGATION OF THE COMPLETE GROUP  
OF PERMUTATIONS 4S  BY THE CONSTRUCTION  

OF THE MULTI-VALUED FUNCTION THAT 
DESCRIBES THE COMPLEX VECTOR FIELD 

Irina DMITRIEVA* 

 
 Abstract. We investigate analytically the complete group of permutations 

 that is responsible for the construction of the multi-valued function 
which describes the appropriate complex vector field. The latter is 
determined as over a torus in the commutative case of the group , as over 
the ordinary complex plane in the case of the non commutative subset of the 
group  

4S

2S

.4S

The last situation is generated by the consideration of  on a torus. 2S
The aforesaid statements directly connect with the solution of Landau-
Lifshitz equation when its spectral parameter varies on a torus, and 
complete anisotropy is taken into account. 
Thus, the main goal of the present paper consists of the explicit 
mathematical study of the non commutative part of  on the complex 
plane, that is raised by  on a torus, and which concerns an analytical 
solution of the general Landau-Lifshitz equation in the framework of the 
more or less unified, but not universal method. The solution technique bases 
on the respective vector boundary Riemann problem with so called 
permutation matrix coefficient.  

4S

2S

 

 Keywords and phrases: multi-valued function, complex vector field, non 
commutative case, four-dimensional complete group of permutations, vector 
boundary Riemann problem, diagonalization procedure. 
  
 

1. Introduction 
  
Before we come to the reasonable explanation of the given problem 

explicit solution, some necessary notions must be proposed.  
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At first, we associate to the permutation  the  

matrix of zeroes and ones whose 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=ω

m
m jj

m

...

...1

1

mm×

k  th row contains a one in the  th 
column and zeroes in other columns 

kj
)., m1, jk k =(  Such matrices are called 

permutation matrices and are in a natural one-to-one correspondence with 
the permutations . When instead of units the permutation matrix 
contains Holder functions, we come to the so called permutation matrix-
function, e.g.  

mω
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321
333

c
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a

,  

and  are the Holder functions over the relevant compact / algebraic 
Riemann surface. 

cba ,,

Now, let an arbitrary algebraic/compact Riemann surface R  be given, 
and its finite genus is .0≥r  We are looking for the function 

Ruzuzf ∈),(),,(  (when ,0=r  then instead of ),( uz  only z is considered). 
This function is analytic everywhere on  except the finite set of 
ramification points  

,R

  ),,1())(,( niRu ii =∈αα   (1.1) 

and its functional values undergo the following -dimensional permu-
tations when come around the given points (1.1): 

m

 ),1;,1,()...(
...

...1 )()(
1)()(

1

nimkjjj
jj

m
T k

i
m

i
i

m
ii ===⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= .  (1.2) 

Additionally, ),( uzf  is assumed to have a finite order at infinity.  
The search of such multi-valued function ),,( uzf  or )(zf  in the case 

of the complex plane, by its monodromy group (1.1), (1.2) [1], leads to the 
solution of the corresponding homogeneous vector boundary Riemann 
problem [2]-[4] whose boundary condition looks like 

  .  (1.3) )(|,),(),,(),(),( 1 FDLvtvtFvtMvtF −−+ ∈=

Here:  are the unknown -dimensional vector-
valued functions that are analytic everywhere on the surface  outside the 

m
jj uzFuzF 1)},({),( == m

R
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finite system of open Jordan contours L  without self-intersections, and 
whose endpoints are the ramification points of :),( uzF  

 ∩ L∪ ),1,,;)),(,);(,(,
1

niklkLvvLLL kliiiii

n

i
i ==ββαα==

=

(, l ≠∅

),( uz

. (1.4) 

Functions are bounded at the endpoints of  from (1.4), 
extend to L H – continuously from the left and right, have a finite order at 
infinity, and are the limited values of 

),( uzF

),( vt

L

F ± F  at L  from the left and 
right respectively.  

Such functional class is designated as h . ); RL

,(,0

,(,1
)

⎩
⎨
⎧

=
t

t

(0

The matrix coefficient from (1.3) looks like 

    (1.5) ,
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)
;(,);,(),(

1 ∉

∈
δδ= ∑

= i

i
i

n

i
ii Lv

Lv
LLvtMvtM ,vt

and ),1( niM i =  is the  permutation matrix that is raised by the 
appropriate permutation (1.2).  

mm×

The -dimensional vector-divisor of infinities is  in (1.3), and 
 is divisible by it. When the genus of the surface 

m D
),( uzF R equals zero 

( ), then the divisibility condition in (1.3) is missing. 0=r )FD (|1−

Each the sought for scalar component ),1(),( uzFj mj =  is the j  th 
branch of the initially wanted multi-valued function  when , and ),u(zf 0>r

)(zf  – in the case of . 0=r
It is well known [2] that the explicit solution of the problem  

(1.1)-(1.5) generates, in its turn, the construction of the relevant algebraic 
equation of the covering with respect to the surface R . The last fact and the 
research of the original vector problem (1.1)-(1.5) have a lot of industrial 
applications in optics, acoustics, various wave propagation and modern 
technical electrodynamics, as well [5]-[13]. 

Moreover, the most interesting case is non commutative. It means 
that there is no any linear transformation that is constant everywhere on the 
contour (1.4) and which takes all the matrices (1.5) to the diagonal form 
[14]. Otherwise, the vector boundary Riemann problem (1.1)-(1.5) is 
reduced to the corresponding system of  scalar boundary homogeneous 
Riemann problems on the given algebraic/compact surface  The solutions 
of such scalar problems are well known [6]-[8], [12], [13] and are not of 
great interest. That is the main reason why in this paper, we deal only with 
the non commutative matrix coefficients. 

m
.R
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Additionally, it should be noted that the proposed explicit solution of 
the aforesaid class of the boundary vector problems is done here in terms 
of the so called canonical and normal solution matrices (c.s.m. and n.s.m. 
correspondingly). This fact is very important, since we avoid here the 
habitual rather difficult investigation approach. This procedure deals with 
the analytical study of the respective integral equations’ system that is 
raised by the original vector boundary Riemann problem [8].  

Justifying the proposed here method of c.s.m. and n.s.m. construction 
for (1.1)-(1.5) problem solution, we should like to remind of the following 
fact. The c.s.m. and n.s.m. form the algebraic equations of the covering 
surfaces over the original algebraic/compact Riemann surface  This 
object is principal in the inverse scattering problem and soliton theory [5], 
[9], [11]-[13], as well.  

.R

So,  matrix mm× Ruzuz ∈Χ ),(),,( , is the c.s.m. (canonical solution 
matrix) of the vector boundary problem (1.1)-(1.5) if: a) ),( uzΧ  satisfies 
the given boundary condition; b) ),( udet zΧ  has no poles anywhere in  
the finite part of R and can be equal to zero only at the endpoints of the 
open contour ; c) the orders L ),1( jrj = m  of columns at infinity in the 

matrix  can not be lessened, i.e.  Matrix ),( uzΧ

), Ru

.)
1

∑
=

=
m

j
jr,(detord

∞
Χ uz

,(),,( zuz ∈Χ  is the n.s.m. (normal solution matrix) of the same type  
of vector boundary Riemann problem (1.1)-(1.5) if ),( uzΧ  satisfies  
conditions a), b) and does not satisfy the last condition c), i.e. 

 .),( <uzdetord
∞ 1

∑
=

m

jrΧ
j

Now, when the last necessary notions are introduced, we can move to 
the actual problem statement.  

 
2. The problem statement and preliminary results 

 
Let the complete group of permutations  be given. It is well known 

[15] that  is non commutative. In our situation, it means that not all its 
representatives commute in pairs. 

4S

4S

Therefore, if  is the base of the monodromy group (1.1), (1.2) [1] 
of the sought for multi-valued function, then we encounter one of the most 
difficult case of such function construction. Even the complex plane, as an 

4S

 24 



initial surface of the zero genus cannot propose the explicit solution of the 
aforesaid problem. 

Really, in terms of the so called permutation matrices [3], the last fact 
implies the nonexistence of the constant linear transformation that reduces 
all these matrices to the diagonal form [14]. In its turn, the latter shows the 
impossibility of the classical diagonalization procedure [4] of the 
respective homogeneous vector boundary Riemann problem [2] that is 
responsible for the construction of the appropriate multi-valued function 
[1]. The coefficient of the present homogeneous vector boundary Riemann 
problem is the permutation matrix that is in one-to-one correspondence 
with the group  .4S

Diagonalization means the reduction of the original vector problem to 
the equivalent system of scalar ones whose explicit solution is  
either well known, or can be done effectively by the respective technique 
[4]-[8]. 

Further, the requirements of the current industrial scientific develop-
ment in majority, deal nowadays with the complete anisotropy of the 
studied medium that generates the urgent investigation of so popular and 
important nanostructures. 

Such phenomena and the relevant vector fields can be described 
analytically only by means of the multi-valued functions over the algebraic 
/ compact Riemann surfaces. The most interesting and non explored 
situation is non commutative monodromy group (1.1), (1.2) [1], as it was 
mentioned above. 

So, the main purpose of the given paper is the analytic investi-
gation of the complete four-dimensional non commutative group of 
permutations , as the base of the multi-valued function construction over 
the complex plane, at least. The application of these results concerns the 
explicit study of the Landau-Lifshitz equation whose spectral parameter 
varies on a torus and the complete anisotropy is taken into account [5], 
[11]-[13]. 

4S

This equation is principal in soliton theory, describes the dynamics of 
magnetization of the ferromagnetic patterns in the magnetic field and the 
process of the low-frequent wave propagation in ferromagnetic. These 
specified materials are used in the creation of the nonreciprocal wave 
devices [10]. Nowadays, an explicit solution of the generalized Landau-
Lifshitz equation (L.-L.e.) becomes rather urgent owing to its application 
to the spin moment transference in the magnetic nanostructures, construc-
tion of the Magnetic Resistive Random Access Memory (MRAM) 
elements and magnetic logical elements as well. 
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Investigation of the same equation in the case of complete anisotropy 
[5] was done in terms of the two-sheeted covering of a torus using 
geometrical and physical characters of the original applied problem 
statement. As it was marked in [5], in other more complicated covering 
versions the proposed solving procedure was not effective at all. In its turn, 
the aforesaid mostly important current case of the L.-L.e. was studied in 
[11] only approximately. In papers [12], [13], the suggested general 
analytic approach [3], [4] deals, in particular with an explicit algebraic 
equation construction of the two-sheeted covering of a torus including the 
solution of L.-L.e. 

However, the problem of an explicit study of other surfaces that can 
be generated by the mentioned torus’ two-sheeted covering in the case of 
L.-L.e. was not either raised or affected at all. The last fact explains the 
reason why the main purpose of the suggested here research is formulated 
just as it is done above.  

At last, from our viewpoint, the virtue of the proposed, probably 
deliberately simplified approach of the given article is its future leading to 
the effective study of the relevant problems on the surfaces of the nonzero 
genera.  

Returning again to the studied group  and all its permutations 
whose number equals  we select and form 5 subsets of  with 
respect to their cyclic structure. Namely, 

4S
,24!4 = 4S

1) 6 elements with 1 cycle of the length 4 in all 3 “similar” pairs: 
);1243(),1234( 21 =ω=ω   

);1342(),1324( 43 =ω=ω   

);1432(),1423( 65 =ω=ω  

2) 1 identical element with 4 cycles of the length 1:  
;)4)(3)(2)(1(7 I==ω  

3) 3 elements with 2 cycles of the length 2: 

),24)(13(),34)(12( 98 =ω=ω  );23)(14(10 =ω   

4) 6 elements with 2 cycles of the length 1 and 1 cycle of the length  
2 in all 3 “similar” pairs:  

);12)(4)(3(),34)(2)(1( 1211 =ω=ω  

 ),23)(4)(1(13 =ω );14)(3)(2(14 =ω   

 );24)(3)(1(),13)(4)(2( 1615 =ω=ω   
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5) 8 elements with 2 cycles of the lengths 1 and 3 correspondingly in 
all 4 “similar” pairs: 

);243)(1(),234)(1( 1817 =ω=ω  

);143)(2(),134)(2( 2019 =ω=ω   

);142)(3(),124)(3( 2221 =ω=ω  

 ).132)(4(),123)(4( 2423 =ω=ω  (2.1) 

Checking (2.1), it is easy to find that not all representatives inside 
even of one and the same subset commute in pairs. 

Thus, all non trivial subsets 1), 3)-5) from (2.1) are non commutative. 
Only some pairs of permutations from 1), 3)-5) commute. They are the 
following: 

1)  ;, 42 ωω ;, 61 ωω ., 53 ωω  The result of their multiplication is I  from 
the subset 2). All other remained non commutative pairs, after 
multiplication, transform to the element from the subset 5). Thus, only 3 
pairs from  commute. 152

6 =C
3) It is completely commutative subset, and each multiplying result 

represents the third permutation that was not included into the product as 
the factor. Therefore, all  elements commute in pairs. 32

3 =C
4) Only elements of 3 “similar” pairs commute, i.e. ;, 1211 ωω   

 and the result of multiplication is the complete subset 3). All 
other non commutative permutations from  pairs, form the two-
factor products that belong to the subset 5). 

;, 1413 ωω
,, 1615 ωω

152
6 =C

5) Permutations of 4 “similar” pairs commute in our aforesaid 
meaning: ;, 1817 ωω   ;, 2019 ωω ;, 2221 ωω  ., 2423 ωω  The remained non 
commutative pairs from the  representatives of the subset 5) form 
the products whose result is the permutation that belongs either to the 
subset 3), or 5).  

28=2
8C

Turning to the interrelations between subsets (2.1), it is easy to notice 
that the number of commutative in pairs permutations is even less than 
those which are from one and the same subset. 

 
  

3. Results 
 

 As it was said, the purpose of the given paper is an explicit 
construction of the covering algebraic equations that are raised by the  
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L.-L.e. [5], [11]-[13] and whose respective vector boundary Riemann 
problem (1.1)-(1.5) has non commutative matrix coefficient. So, first of  
all we briefly introduce some results that concern the construction of the 
two-sheeted covering of a torusT , and include simultaneously an analytic 
solution of the L.-L.e. [5], [11]-[13]. As it will be shown later, the study of 
such simple problem will allow constructing the appropriate coverings 
with the non commutative monodromy groups (1.1), (1.2). 

Hence, the sought for vector function is the following: 

 ?);()},(),,({),( 021 −∈= TLhuzFuzFuzF   (3.0) 

The well-known algebraic equation of a torus T and its genus ρ  are 
given below: 

 .  (3.1) ∏
=

=ρ−−=
2

1

2 1);)((:
j

jj bzazuT

The corresponding homogeneous vector boundary Riemann-Hilbert 
problem that raises the two-sheeted covering of T  and its algebraic 
equation [1], [2], including an investigation of the L.-L.e. [5], [11], has the 
following boundary condition [12], [13]: 

   (3.2) ),(|,),(),,(
01

10
),( 1 FDLvtvtFvtF −−+ ∈⎥

⎦

⎤
⎢
⎣

⎡
=

where: 

   (3.3) ;))(,);(,();)((
2

1

2 ∏
=

ββα=−−=
j

jj vvaLbtatv

D  is the two-dimensional vector-divisor of infinities on ,T  and all 
other symbols are described in the Section 1. 

Geometrically, it means that two copies of T  are pasting cross-wise 
together along the contour-cut .  L

Since the matrix coefficient in (3.2) is commutative, there exists the 
linear transformation :S  

  ),(),(,
11
11

2
11 uzFSuzSS ×=Φ⎥

⎦

⎤
⎢
⎣

⎡−
==∃ −   (3.4) 

that is constant everywhere on  and which takes (3.2) to the equivalent 
system of homogeneous boundary scalar Riemann-Hilbert problems on 

L
T  

[12]-[14]: 
   (3.5) ).(|,),(),,()1,1(diag),( 1 Φ∈Φ−=Φ −−+ DLvtvtvt
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Because of [3], [4], [6], [7] we get the required solutions of (3.5):  

);,(),(),( 12111 uzuzuz ΦΦ=Φ ∪  

),,())((),(),,()(),( 212111 uzuzhuzuzzguz χ+=Φχ=Φ  

 ,),(;1),(2 Tuzuz ∈=Φ   (3.6) 

whose functions  are explicitly obtained polynomials with the 
known coefficients and respective powers 1 and 2. 

)(),( 21 zhzg
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ddd
2
1exp),(

11 ava

zL

m

z

wwwuz .  (3.7) 

In (3.7): wd  is the gap-like analogy of Cauchy kernel onT ; the point 
),( 11 μm  is found by means of the Jacobi conversion problem [1] and is 

written explicitly in terms of elliptic Jacobi functions [4], [6], [16];  
is an arbitrary point of 

),( ∗∗ ξz
.T  

Then the written below matrices represent the c.s.m. (while ) and 
n.s.m. (while

1=j
2=j ) of (3.5), respectively: 

 )2,1()1),,((diag),( 1 =Φ= juzuzY jj .  (3.8) 

Taking into account formula (3.4), matrices (3.8) can be transformed 
into the c.s.m. )1( =j  and n.s.m. )2( =j  of the original problem (3.0)-(3.3): 

 )2,1(
1),(
1),(

2
1),(

1

1 =⎥
⎦

⎤
⎢
⎣

⎡
Φ
Φ−

=Χ j
uz
uz

uz
j

j
j .  (3.9) 

In its turn, the sought for vector function from (3.0) looks like: 

  ⎥
⎦

⎤
⎢
⎣

⎡
+Φ
+Φ−

=⎥
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⎢
⎣

⎡
=

1),(
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2
1
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),(
1

1

2

1

uz
uz

uzF
uzF

uzF
j

j

j

j  ).2,1( =j   (3.10) 

Further, we get two corresponding algebraic equations of the two-
sheeted coverings of the torus ,T  that are given by (3.1): 

,2)),(),((),(;0),(),( 21121
2 =+−==+λ+λ uzFuzFuzcuzcuzc jjjjj   

   (3.11) .2/)),(1(),(),(),( 2
1212 uzuzFuzFuzc jjjj Φ−=×=
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Using the substitution: 

12 +λ=W  

for , we reduce (3.11) to the unified algebraic equation of the two-sheeted 
covering 

λ
∗T over the torus :T  

 .  (3.12) )2,1(0),(: 2
1

2 ==Φ−∗ juzWT j

The latter includes both equations (3.11) and is in conformity with 
other known results [5], [12], [13].  

Geometrically, the covering ∗T over T is shown here as the crosswise 
pasting of two torus’ copies along the crosswise cut of the contour   
from (3.3).  

L
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T1 T2
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=ρ∗
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In (3.13), the commutative monodromy group is given on the torusT , 
and its relevant permutation from (1.2) is  with the appropriate 
ramification points 

)12(
))(,());(,( ββαα vv  that are the endpoints of the open 

contour .  L
As it is well known [17], the genus  of the covering  over the 

compact / algebraic Riemann surface 

∗ρ ∗R
R can be computed by the following 

formula: 

  ,
2
1)1(1 Vm +−ρ=−ρ∗   (3.14) 

where:  is the genus of the initial surface ρ R ; is the dimension of the 
permutations from the monodromy group that is fixed on  

 is the ramification index of the covering  whose item 

in the sum symbol is the order of the respective th ramification point, 

m
;R

∑
=

−=
p

k
V

1
)1

kq

kq( ,∗R

k
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and all of these p  points are summed as many times, as their multiplicities 
are considered. 

In (3.13),  is computed by the formula (3.14), and the monodromy 
group of 

∗ρ
∗T is written according to (1.1), (1.2). 

Using the results of [3], [4] we can assert that the original vector 
problem (3.0)-(3.3) on T  with the second-order commutative permutation 
matrix coefficient generates several other homogeneous vector boundary 
Riemann-Hilbert problems on the complex plane C with the fourth-order non 
commutative permutation matrix coefficients. An explicit solution of such 
problems and construction of the algebraic equations of the respective 
coverings are done by means of the general method and technique of [3], [4]. 

Since a torus is the two-sheeted covering of the complex plane C, 
then the surface from (3.13) is the four-sheeted covering over C. Turning 
again to the results of [3], [4] which describe the non commutative 
monodromy groups generated by the commutative ones that are given on 
the surfaces with the bigger genera, we can introduce geometrically the 
new coverings )4,1( =μ∗

μR  over C. These surfaces are evoked by (3.13), 
are equivalent to ∗T topologically, but not conformally, and their mono-
dromy groups are non commutative. So, the aforesaid coverings 

)4,1( =μ∗
μR  geometrically look like:  
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Hence, according to (1.1)-(1.5) and (3.15)-(3.18) the respective vector 

boundary Riemann-Hilbert problems on C have the non commutative 
matrix coefficients, the unknown vector-valued functions are the following: 

  ;~()}({)( 0
4

1 LLhzfzf jj ∪∗= ∈= C )  - ?  (3.19)  

and satisfy the boundary condition:  

  .  (3.20) LLLLLLttfLtMtf
i

ii
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In (3.20),  are the permutation matrices that are raised by 
the corresponding permutations from (3.15)-(3.18) non commutative 
monodromy groups and look as:   

)2,1( =iM i

 , or , or ,  ,

0100
1000
0001
0010

1

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=M

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=
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2M
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⎤

⎢
⎢
⎢
⎢

⎣

⎡
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0100
1000
0001

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

1000
0001
0010
0100
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 or .  (3.21) 
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

0001
0100
0010
1000

It should be noted again that the problem (3.19)-(3.21) is equivalent 
geometrically to the cross-wise pasting of two copies of the torus T  
along the contour-cut  from the problem (3.0)-(3.3). This fact is true in 
the topological, but not in the conformal meaning. In the considered  
case of (3.19)-(3.21), the required pasting together construction is done  
not as the two-sheeted covering of the torus 

L

T  but in terms of the  
four-sheeted covering of C and represents the above mentioned 
surfaces ).4,1( =μ∗

μR   

The normal basis of ),4,1( =μ∗
μR  in accordance with [2]-[4], [6] is 

written below: 

  }1,),,(),,({ 1211 uuzuz ΦΦ ,  (3.22) 

where the functions )2,1(),(1 =Φ juzj  are from (3.6), (3.7), and u  is 
described by the equation (3.1).  

If )3,1( =jrj  are the respective orders of the functions 

 at infinity, then  and equals the genus 

 of the four-sheeted covering 

}),,(),,({ 1211 uuzuz ΦΦ

∗ρ

∑
=

=−
3

1
2)1(

j
jr

)4,1( =μ∗
μR . This fact is in conformity 

with the well-known Riemann-Roch theorem [1], [17] as one of its 
corollaries.  

The sought for c.s.m. of the problem (3.19)-(3.21) is got due to the 
technique of [3], [4] and c.s.m., n.s.m. (3.9) that were obtained solving the 
problem (3.0)-(3.3): 
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Matrices (3.23), (3.24) are the c.s.m. for the first and the fourth, the 
second and third values of  from (3.21) respectively. 2M

Results (3.22)-(3.24) are obtained as the particular simplest case of 
[4]. Taking into consideration formulae (3.23), (3.24) we construct the 
sought for algebraic equations [15] of the coverings )4,1( =μ∗

μR  whose 
geometrical pictures are (3.15)-(3.18): 

)4,1( =μ∗
μR :  ,0)()()()( 43

2
2

3
1

4 =++++ zdVzdVzdVzdV

;4)();2,1(),( 111 −==±Φ=Φ ± zdjuzjj  

;)()()1(24)( 2
1211

2
1211

2
2 −−++ Φ+Φ−Φ+Φ−−+= uzd  

   (3.25) );))(1())(1()1(2(2)( 2
1211

2
1211

2
3 ++−− Φ+Φ−+Φ+Φ++−= uuuzd

))()1)(()()1(()( 2
1211

22
1211

2
4 −−++ Φ+Φ−−Φ+Φ−+= uuzd .  

Thus, we have obtained the required algebraic equation (3.25) that 
appears as unified for all coverings )4,1( =μ∗

μR . 
In comparison with the joint formula (3.12) that unites the pair of 

different algebraic equations for the surface  the unified equation (3.25) 
for the topologically equivalent coverings 

,∗T
)4,1( =μ∗

μR  is unique for all 
four cases. It is quite natural, though (3.25) is generated by (3.12). Really, 

)4,1( =μ∗
μR  cover the complex plane, and the corresponding vector 

boundary Riemann-Hilbert problem (3.19)-(3.21) has no n.s.m., but only 
c.s.m. [2], [4]. This completely explains uniqueness of the existing 
algebraic equation (3.25) [2], [4]. 

Therefore, we have constructed explicitly the unknown algebraic 
equations of the surfaces that are raised by the two-sheeted covering of a 
torus (3.12) from the solution of L.-L.e. [5], [12], [13]. Moreover, the 
monodromy groups of these surfaces are non commutative. It means that 
that the originally given problem is solved completely and the goal of the 
present article is attained.  
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4. Remarks and conclusions 
 

Though the suggested here problem is solved explicitly, it is clear that 
the given group of permutations  is not studied completely even in the 
meaning of commutativity in pairs and over the complex plane. It implies 
that not all possible existing multi-valued functions with non commutative 
in pairs monodromy groups from  are investigated yet. In its turn, the 
relevant vector fields are not constructed on C, at least.  

4S

S4

Further, if commutativity in bigger sets than pairs is required, the 
problem of the monodromy group investigation becomes almost 
unobservable. Hence, the future analytical research of  remains urgent as 
from the pure mathematical viewpoint, as from the applied industrial and 
engineering.  

4S
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NON-STATIONARY VOLATILITY WITH HIGHLY 

ANTI-PERSISTENT INCREMENTS: EVIDENCE 
FROM RANGE-BASED VOLATILITY 

Ladislav KRISTOUFEK* 

 
Abstract. We analyze range-based volatility of three highly capitalized 
companies to show that the volatility process is non-stationary and its 
logarithmic transformation together with logarithmic increments is 
approximately normally distributed. Further, the increments are shown to be 
highly anti-persistent. Together with the assertion that logarithmic returns 
are normally distributed, and uncorrelated with time-varying volatility, we 
propose a new returns-generating process. The whole procedure is based on 
empirical observations without any limiting assumptions. We reconstruct 
returns series which remarkably mimic the real-world series and posses the 
standard stylized facts – uncorrelated returns with heavy tails, strongly auto 
correlated absolute returns and volatility clustering.  
 

Keywords: volatility modelling, anti-persistence, non-stationarity. 

 
1. Introduction 

 
Accurate modelling and forecasting of volatility is one of the biggest 

challenges in financial economics and financial econometrics. Historically, 
there are four major groups of volatility forecasting approaches – historical 
volatility, conditional heteroskedasticity models, stochastic volatility 
models, and implied volatility models. Historical volatility models contain 
many different approaches such as random walks, historical averages, 
HAR models, autoregressive moving averages and their fractional genera-
lizations, exponential smoothing approaches and others. Conditional 
heteroskedasticity group contains a wide portfolio of (G)ARCH models 
and their specifications such as EGARCH, IGARCH, FIGARCH and many 
others. Stochastic volatility models add a stochastic term into the 
conditional variance equation contrary to the previous group. Implied 
volatility models are based on the Black-Scholes option pricing formula  

                                      
* Institute of Information Theory and Automation, Academy of Sciences of the Czech 

Republic, Institute of Economic Studies, Charles University, kristouf@utia.cas.cz 
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[2, 27] and its various specifications and generalizations. These approaches 
are nicely reviewed and compared in two studies of Poon & Granger  
[30, 31]. In their second study [31], the authors argue that the implied 
volatility models outperform the others, followed by the historical 
volatility models, in volatility forecasting. This is a rather interesting, and 
disturbing, finding since the Black-Scholes formula is known to be based 
on highly unrealistic assumptions of the returns process. This might imply 
that the other approaches are actually not optimal and there is some other 
approach closer to reality. 

As nicely summarized by Morana & Beltratti [28], there are two basic 
approaches to volatility modelling – structural breaks (and regime 
switching) and long-range dependence. In this paper, we propose an 
alternative approach to the volatility modelling. Based on a simple 
statistical analysis, we show that volatility can be effectively modelled as a 
non-stationary process with highly anti-persistent logarithmic increments, 
which are, moreover, normally distributed. By doing so, we are able to 
mimic the basic stylized facts of the financial returns – no autocorrelation, 
highly persistent absolute returns, non-normality, fat tails, and volatility 
clustering [7]. Note that mainly the ability to produce fat tails is a great 
achievement as the leptokurtosis is usually imposed to the simulated 
processes by various fat-tailed distributions of the innovations – Student’s 
t, generalized error distributions, and others. We approach the problem 
from the opposite direction, starting from the real-world data. By analyzing 
the series of three American highly capitalized stocks, we are able to state 
eight basic Claims. Based on these Claims, we argue that the logarithmic 
returns are uncorrelated and normally distributed with approximately zero 
mean and time-varying standard deviation (volatility). The logarithm of the 
standard deviation is non-stationary and approximately normally distri-
buted with approximately normally distributed increments, which are 
stationary and highly anti-persistent. Based on these findings, we are able 
to reconstruct the series of returns, which resemble the actual financial 
returns and the stylized facts very closely. Note that the construction of 
returns is based solely on the normal distributions. These results might 
have a crucial effect on volatility modelling and connected topics – mainly 
portfolio analysis and (conditional) Value-at- Risk. 

The paper is structured as follows. In Section 2, we present the basic 
methodology needed for the statistical analysis conducted in the paper. In 
Section 3, we describe the dataset and present the crucial findings about the 
process of volatility. In Section 4, we show whether the findings can be 
used for simulation of series, which would resemble the real-world 
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financial series. Section 5 concludes and states directions for further 
research in this area. 

 
2. Methodology 

 
In this section, we describe the basic methodology used in the rest of 

the paper. Hence, we describe the notions of long-range dependence, tests 
for stationarity (and unit roots) and tests for long-range dependence 
(specifically anti-persistence in our case). 

 
2.1. Long-range dependence and stationarity 

 
Long-range dependence is highly connected to the Hurst effect, i.e. a 

situation characteristic with long periods when the series is above the mean 
which are followed by long periods when the series is below the mean of 
the series while the series still remains stationary, and so also Hurst 
exponent H. A critical value of Hurst exponent is 0.5 and suggests two 
possible processes. H being equal to 0.5 implies either an uncorrelated or a 
short-term dependent process [22, 1]. Uncorrelated process has zero auto-
covariances at all non-zero lags and short-term dependent process shows 
non-zero auto-covariances at low lags vanishing exponentially to zero for 
higher lags. For H > 0.5, auto-covariances of the process are positive at all 
lags so that the process is called long-range dependent with positive 
correlations or persistent. Auto-covariances of such process are hyperbo-
lically decaying and non-summable [1]. On the other hand, for H < 0.5, the 
process is said to be long-range dependent with negative correlations or 
anti-persistent. Similarly to the previous case, auto-covariances of such 
process are slowly decaying but summable. The persistent process is 
visibly locally trending while the anti-persistent process switches signs 
more frequently than a random process would [34, 25, 13, 1]. 

Hurst exponent H is connected to parameter d of fractional 
integration so that H = d + 0.5. Long-range dependent processes are 
frequently defined in two domains – time and frequency: 

•  (time domain) A stationary process with an autocorrelation 
function ρ(k) decaying as ρ(k) α k2H − 2 for k → +∞ is called long-
range dependent with Hurst exponent H. 

•  (frequency domain) A stationary process with a spectral density 
f(λ) following f(λ)  α  |λ|1−2H for λ → 0 is called long-range 
dependent with Hurst exponent H. 
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Note that a notion of long-range dependence is tightly connected to 
stationarity of the process, which is obvious from both presented 
definitions. Without stationarity, there can be no standard long-range 
dependence. Going back to the two given definitions, we can construct 
neither autocorrelation function nor spectrum for a non-stationarity process 
due to infinite variance; hence we cannot talk about standard long-range 
dependence. To check for stationarity, we apply two standard tests – ADF 
[10] and KPSS [19]. ADF has a null hypothesis of a unit root and can take 
lags of the differenced series into consideration and thus controlling for the 
memory effects. KPSS, on contrary, has a stationarity null hypothesis and 
it also can control for memory effects with a use of auto-covariance 
adjusted variance with Barlett weights [14]. 

 
2.2. Anti-persistence tests 

 
As we are interested primarily in long-range dependence and not 

necessarily in a specific value of H or d, we use (modified) rescaled range 
and rescaled variance analyses for testing the presence of long-range 
dependence in the studied process. 

 
2.2.1. Classical rescaled range analysis 

 
Rescaled range analysis (R/S) is the traditional Hurst exponent 

estimation method proposed by Hurst [16] and further adjusted by 
Mandelbrot & Wallis [26]. In the procedure, the series of returns of length 
T is divided into N adjacent sub-periods of length υ so that Nυ = T. For 
each sub-period, a rescaled range of a profile Xt (cumulative deviations 
from an arithmetic mean) is calculated as R/S, where R = max(Xt) − 
min(Xt) is a range of the corresponding profile and S is a standard deviation 
of the corresponding returns. Rescaled ranges are calculated for each sub-
period of length υ and an average rescaled range is calculated [29]. The 
rescaled ranges scale as: 

(R/S)υ α υH. 

V statistic, which is also used for a cycles detection, a stability testing 
of the Hurst exponent or a change in scaling behaviour (crossover) 
detection, is defined as: 

Vυ = (R/S)υ/√υ 

and converges to the distribution with a rather complicated distribution 
function FV for independent processes (see Refs. [24, 16, 29] for details 
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and critical values). For our purposes, we set υ = T to test for the presence 
of long-range dependence in the underlying process by the means of V 
statistic. 

2.2.2. Modified rescaled range analysis 

Due to the bias of R/S analysis for short-term memory processes, Lo 
[24] proposed the modified rescaled range analysis (M−R/S) which utilizes 
a modified standard deviation SM. SM is defined with a use of auto-
covariances of the original increment series γj up to lag ξ as: 

 

∑ξ

= ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+ξ

−γ+= 1
2

1
12 j j

M jSS  .   

R/S is thus a special case of M − R/S with ξ = 0. The distribution of 
the modified V statistic converges to FV not only for independent processes 
but also for short-range dependent ones. Choice of the correct lag ξ is 
critical for the estimation of the modified rescaled ranges [35, 33]. Lo [24] 
suggested optimal lag based on the sample first-order autocorrelation 
coefficient of the original series ρ(1). However, we set some fixed values 
of ξ (defined later) since the automatic lag assumes that the underlying 
process is AR(1), which is rather strict. 

2.2.3. Rescaled variance analysis 

Rescaled variance analysis (V/S) was proposed by Giraitis and  
co-authors [14] as a modified version of KPSS statistic [19], which is 
usually used for testing of stationarity but was also shown to have good 
power for series with long-term memory [20, 21]. The procedure is very 
similar to the modified rescaled range analysis and differs in a use of a 
sample variance of the profile of the series instead of the range. As an 
alternative to the V statistic, the M statistic is defined as: 

 

.
)(
)var(
2M

t

S
XM

vv =  
 

Note that the modified standard deviation is used so that the method 
is robust to short-range dependence as well. Variance of the M statistic is 
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much lower than the one of R/S and M − R/S so that the confidence 
intervals are much narrower and the method is thus more efficient. 
Similarly to R/S and M − R/S, one needs to set υ = T and construct M 
statistic if testing for the presence of long-range dependence in the process. 

2.2.4. Moving block bootstrap 

The bootstrap method [11] has been proposed to deal with the 
statistical properties of small samples. The basic notion behind the 
procedure is resampling with replacement from the original series and 
repeated estimation of a specific parameter. By shuffling, a distribution of 
the original series remains unchanged while possible dependencies are 
distorted [8]. Hypothesis can be then tested with a use of p-values based on 
the bootstrapped estimates. For our purposes and for the time series 
analysis in general, the simple bootstrap is not enough as the shuffling rids 
us not only from the long-range dependence but the short-range 
dependencies as well. Srinivas & Srinivasan [32] proposed a modified 
method which retains the short-term dependence characteristics but lacks 
the long ones – the moving block bootstrap with pre-whitening and post-
blackening. 

In the procedure, the original time series {xt}T
t = 1

 =1 is firstly pre-
whitened (filtered) by a specific process – usually AR(p) or MA(q) – and 
residuals εt are obtained. Residuals are centred so that the centred residuals 
{εt,c}T

t =1 are just the demeaned residuals. The series {εt,c 
T

t = 1 is divided into 
m blocks of length ζ while mζ = T. The blocks are reshuffled and post-
blackened with the use of the model from the pre-whitening part and 
residuals εt,c to form the new bootstrapped time series {xt,b}T

t = 1. Such time 
series retains the short-range dependence, potential heteroskedasticity and 
short-term trends as well as the distribution of the original time series. 
Importantly for the long-range dependence testing, for small enough ζ, the 
long-term correlations are torn. The parameter of interest is then estimated 
on the new time series. Bootstrapping is repeated B times so that 
distributions of Mυ and Vυ are obtained and used to get p-values for the null 
hypothesis of no long-range dependence in the series. 

For our purposes, we use AR(1) process for pre-whitening and post-
blackening, which is standard in finance literature [12, 17], and ζ = 20. 
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Such choice of ζ should be sufficient for ridding of the potential long-range 
dependence while the other properties remain similar to the original 
process. The procedure is repeated for lags ξ = 0,1,2,5,10,15,30,50,75,100 
for both modified rescaled range analysis and rescaled variance analysis 
with B = 1000 bootstrap repetitions. As will be visible in the following 
sections, the analyzed series are on the edge between stationarity and non-
stationarity, and we will eventually analyze the first differences of the 
series. However, for such boundary cases, there is a high risk of over-
differencing which would inflict MA(1) process in the series. To control 
for this, we also apply the moving block bootstrap with the same 
parameters as noted before but with MA(1) for pre-whitening and post-
blackening. This way, we can be more confident about our findings while 
controlling for the most problematic cases. 

 
2.3. Garman-Klass daily variance estimator 

 
There are various estimators of daily volatility (or variance) ranging 

from very simple absolute and squared returns through model-based 
estimators (e.g. GARCH or implied volatility based) to range-based 
estimators and realized variance [6]. From many possibilities, we choose 
Garman-Klass estimator: 

,))/)(log(12log2(
2

))/(log( 2
2

2
, tt

tt
tGK OCLH

−−=σ  

where Ht and Lt are daily highs and lows, respectively, and Ct and Ot are 
daily closing and opening prices, respectively. This estimator does not take 
overnight volatility into consideration but is very simple and efficient 
(much more efficient than absolute and various power-returns, comparable 
with other range-based measures and less efficient than the realized 
variance) [6]. Even though the realized variance would be a more efficient 
choice, it is not easily obtainable for all assets while for the Garman-Klass 
estimator, all necessary variables are available freely for practically all 
financial assets. Moreover, the Garman-Klass estimator does not impose 
any specific model on the daily variance process, compared to (G)ARCH 
and stochastic volatility models. 
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3. Data and statistical analysis 
 

We analyze series of three stocks with some of the highest 
capitalizations in the US markets – AAPL (Apple Inc.), IBM (International 
Business Machines Corporation) and MSFT (Microsoft Corporation) – 
between 3.1.2000 and 29.2.2012 (3059 observations). Normalized prices 
are shown in figure 1. We can see that even though all three companies are 
technological, they underwent very different dynamics during the analyzed 
period. Apple, as a favourite of the most recent days, has grown 
remarkably while IBM and Microsoft have been rather stagnant. Estimates 
of daily volatility are shown in figure 2. IBM and MSFT experienced very 
similar dynamics of volatility as well as its levels. AAPL, on contrary, 
shows markedly higher average values of volatility with more extreme 
values than the other two. Nevertheless, we do not observe any drastic 
jumps in the volatility levels and we rather find smooth transitions from 
lower to higher levels or vice versa. Moreover, all three series seem non-
stationary at least visually as we notice phases with varying means. This 
observation is checked on statistical basis later in the text. 

 

 
Figure 1. Normalized stock indices prices. Logarithmic prices divided by the first 

observation of the respective series for a better comparison. 
 

 46 



 

 
Figure 2. Garman-Klass estimates  GKσ of volatility for (a) AAPL,  

(b) IBM and (c) MSFT. 
 

As the Garman-Klass estimator does not take overnight dynamics into 
consideration, we analyze daily logarithmic returns defined as 
rt = log(Ct) − log(Ot). Descriptive statistics of rt are summarized in  
table 1. The table also includes the descriptive statistics of the standardized 
returns (returns standardized by the square root of the estimated daily 
variance). We can see that the raw returns are fat-tailed and positively 
skewed while the standardized returns are very close to having normal 
tails. This result is supported by the Jarque-Bera test [18] – the raw returns 
are not normally distributed but the standardized returns are very close to 
being normally distributed. This is also supported by the quantile-quantile 
(QQ) plots in figure 3. Based on Ljung-Box test [23], we find no 
significant autocorrelations in the first thirty lags for the standardized 
returns. Based on these findings, we propose the first Claim1: 

Claim 1. Logarithmic open-close returns are uncorrelated and 
normally distributed with time varying volatility ≈ N(0, σt). 

                                      
1 All “Claims” presented in this paper should be taken as approximate results. 

Nevertheless, we show later in the text that these “Claims” can be used to construct the series 
which strongly resemble the basic stylized facts of the financial returns. 
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Table 1. Descriptive statistic of returns and returns standardized by  σGK  . 

 
 

          
a)                                                               b) 

 

          
c) d) 

 

         
e)                                                                    f) 

Figure 3. QQ plots for raw (first row) and standardized (second row) returns. AAPL 
(first column), IBM (second column) and MSFT (third column). 95% confidence 

intervals for normal distribution are marked by red dashed lines. 
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Let us now focus on the approximate distribution of the volatility 
process. Figure 4 presents the QQ plots against the normal distribution and 
uncovers that the process of volatility is far from being normally 
distributed whereas its logarithmic transformation is approximately 
normally distributed and evidently, so are the increments of logarithmic 
volatility. Note that these findings also indicate that there are no obvious 
structural breaks which would either cause the logarithmic increments to 
be fat-tailed (if there were some sudden jumps in the volatility levels) 
and/or the logarithmic volatility to be bi- or multi-modal (neither the QQ 
plots nor the histograms, not shown here, indicate such a characteristic). 
Therefore, we propose two other Claims: 

Claim 2. Logarithmic volatility is close to being normally distributed 
with a mean μlogσ.  

Claim 3. Increments of logarithmic volatility are close to being normally 
distributed ≈ N(0,σ∆). 

 
Figure 4. QQ plots for σGK   (first column), logσGK  (second column) and ΔlogσGK  
(third column). AAPL (first row), IBM (second row) and MSFT (third row). 95% 

confidence intervals for normal distribution are marked by red dashed lines. 
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Table 2. Stationarity tests for σGK. KPSS with the null hypothesis of stationarity  
and ADF with the null hypothesis of a unit root. *, ** and *** for significance at 10%,  

5% and 1% significance level, respectively. 
 

 
 
Now, we focus on an essential question of stationarity of the series. 

The results for ADF and KPSS tests for various lags are summarized in 
Table 3. We use lags 1, 10 and 100 to control for practically no memory, 
short memory and long-term memory, respectively. The results are quite 
straightforward. Firstly, volatility process is neither stationary not an 
evident unit root process. For long lags, we are not able to reject the unit 
root null for AAPL and MSFT. Secondly, the same is true for the 
logarithmic transformation of volatility but for all three stocks. Moreover, 
the results are much stronger here as the series are very close to being 
normally distributed which is assumed for the tests. Here again, after 
controlling for long-range dependence (100 lags), we cannot reject the unit 
root of the series. This indicates that after controlling for long-range 
dependence in the increments, we cannot reject unit root for the 
logarithmic volatility. Thirdly, increments of the logarithmic volatility are 
asymptotically stationary even after controlling for long-term memory. 
These indicate that the first differences of the logarithmic volatility are 
likely to be long-range dependent. Based on these findings, we propose 
four other Claims: 

Claim 4. Volatility and logarithmic volatility are non-stationary. 
Claim 5. Logarithmic volatility is close to a unit root process after 

controlling for the long-term memory. 
Claim 6. Increments of logarithmic volatility are asymptotically 

stationary.  
Claim 7. Increments of logarithmic volatility are likely to be long-

range dependent. 
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Table 3. Anti-persistence tests – bootstrapped p-values for the null of “no anti-
persistence” controlling for AR(1) process. ξ stands for the number of lags taken into 

consideration for standard deviation SM for V and M statistic. 

 
 
Therefore, it is needed to analyze the increments of logarithmic 

volatility and its correlation structure. Figure 5 presents the autocorrelation 
and partial autocorrelation functions. We see a common pattern for all 
three analyzed series – strongly negative autocorrelation at the first lag for 
ACF which vanishes for further lags, and negative partial autocorrelations 
which decay relatively slowly to zero for PACF. This is indicative for two 
possible processes – a strong MA(1) process [4] or a strongly anti-
persistent ARFIMA(0,d,0) process [15, 3, 9]. Debowski [9] actually shows 
that ARFIMA processes can be generalized so that we obtain stationary 
and invertible processes even for anti-persistent processes with d ∈ (−1, 0), 
i.e. H ∈ (−0.5, 0.5). To test for anti-persistent processes while still 
controlling for short-term memory as well as potential over-differencing2, 
we use the modified rescaled range analysis and rescaled variance analysis 
with moving block bootstrap p-values for the null hypothesis of no anti-
persistence with AR(1) and MA(1) processes in pre-whitening and post-
blackening procedures. The results for ξ = 0, 1, 2, 5, 10, 15, 30, 50, 75, 100 
are summarized in tables 3 and 4. We observe that the results for both 
AR(1) and MA(1) controls are practically the same – for short to medium 
lags, we reject ”no anti-persistence” null hypothesis, while for long lags, 
we do not. However, it is hard to distinguish between short and long-term 
memory for such long lags so that we treat the series as anti-persistent. For 
further discussion of the issue, see Beran [1]. Based on these results, we 
propose the last Claim: 

                                      
2 Since the unit root tests have low power when too many lags are taken into 

consideration, it is possible that taking the first differences of potentially spuriously detected 
unit root process imposes a strong moving average process, MA(1). 
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Claim 8. Increments of logarithmic volatility are strongly anti-persis-
tent with d ∈ (−1, 0), i.e. H ∈ (−0.5, 0.5). 

Table 4. Anti-persistence tests – bootstrapped p-values for the null of “no anti-
persistence” controlling for MA(1) process. ξ stands for the number  

of lags taken into consideration for standard deviation SM for V and M statistic. 

 

 
Figure 5. Autocorrelation and partial autocorrelation functions of logarithmic differences 

 

Of   σGK (a) AAPL, (b) IBM and (c) MSFT. 
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4. Simulations 

Based on all the Claims we made, we now try to reconstruct the series 
with the observed statistical properties and compare whether these are in 
hand with the real financial series. To do so, we need to estimate three 
parameters – μlogσ, σ∆ and d. We then simulate the series of the logarithmic 
returns in the following way. First, we simulate ARFIMA (0,d,0) process3 
for the  increments of  the logarithmic volatility with a standard deviation 
of σ∆. Second, we integrate the series and adjust it so that the average value 
of the integrated series is μlogσ. Third, we take the exponential of the 
integrated series to get the series of the time-dependent standard deviation. 
In the last step, we use the standard deviation for uncorrelated normally 
distributed series with zero mean. 

The average logarithmic volatilities μlogσ are –3.9962, –4.4959 and  
–4.3439 for AAPL, IBM and MSFT, respectively. The standard deviations 
of the increments of the logarithmic volatility σ∆ are 0.4817, 0.4388 and 
0.4463 for AAPL, IBM and MSFT, respectively. The biggest issue is the 
estimation d because majority of the d and H estimators are constructed 
primarily for the persistent processes with d > 0, i.e. H > 0.5, and their 
finite sample performance for anti-persistent processes has not been 
seriously discussed in the literature yet. To overcome this issue, we present 
the simulations for −0.9 ≤ d ≤ −0.1 with a step of 0.1. The other two 
parameters are set to μlogσ = –4.5 and σ∆ = 0.45. 

In figure 6, we present the simulated series of the standardized 
logarithmic returns for various values of d. We can see that for d = –0.1, 
the series is degenerate and shows some extreme values and does not 
resemble the empirical series of logarithmic returns. The lower the d 
parameter gets the less extreme the simulated values are and also the less 
extreme the volatility clustering is. The series which resemble the real 
world data the most are the ones with d = –0.4, –0.5, –0.6. For the lower 
values of d, the volatility clustering becomes very negligible. The best fit 
to the real-world series is found for d = –0.5 where we can observe very 
different phases of market behaviour – calm periods are followed by highly 
volatile and vice versa. It is needed to note that the returns for 
−0.9 ≤ d ≤ −0.4 are uncorrelated (the ACF and PACF are not shown here). 

                                      
3 We choose ARFIMA(0,d,0) because we need an anti-persistent Gaussian process 

which allows for strong anti- persistence. ARFIMA is an obvious and logical choice. 
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Figure 6. Simulated standardized returns. Starting from d = –0.1 (top left) and d = –0.2 

(top middle) to d = –0.9 (down right). 
 

Simulated time-dependent standard deviations are summarized in  
figure 7. Here again, we observe that for d parameter close to zero, the 
standard deviation process is degenerate with several extreme spikes. The 
time-dependent volatility is the most realistic for d = –0.4 and d = –0.5 and 
it is actually very hard to distinguish between these two and the standard 
deviations in figure 2 for the three analyzed stocks. For lower d, the 
standard deviation series become too volatile and do not produce phases 
with high volatility switching with phases of low volatility. Volatility 
persistence is further illustrated by autocorrelation functions of absolute 
returns in figure 8. Persistence of absolute returns is considered to be a 
stylized fact of financial markets. Even though the question of stationarity 
of absolute returns themselves remains, we do not deal with it and just 
check whether the stylized fact is observed for the simulated series as well. 
We observe that for the processes with d between –0.1 and –0.5, the 
autocorrelations decay slowly and remain positive for high lags. Again for 
d = –0.5, the autocorrelations remain slightly above 0.2 for all analyzed 
lags, which is most closely in hand with what is reported for the real-world 
time series [7]. 
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Figure 7. Simulated standard deviation processes. Starting from d = –0.1 (top left) and 

d = –0.2 (top middle) to d = –0.9 (down right). 
 

 
Figure 8. Autocorrelation function for absolute returns of the simulated processes. 
Starting from d = –0.1 (top left) and d = –0.2 (top middle) to d = –0.9 (down right). 

 
5. Conclusions and discussion 

 
We introduced the alternative paradigm to volatility modelling of 

financial securities. On the example of three stocks of highly capitalized 
companies, we showed that volatility process is non-stationary and its 
logarithmic transformation together with logarithmic increments is 
approximately normally distributed. Further, the increments have been 
shown to be highly anti-persistent. Together with the assertion that 
logarithmic returns are normally distributed, and uncorrelated with time-
varying volatility, we proposed the new returns-generating process. Note 
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that the whole procedure is based on empirical observations without any 
limiting assumptions. We are able to construct the returns series which 
remarkably mimic the real-world series and posses the standard stylized 
facts – uncorrelated returns with heavy tails, strongly auto correlated 
absolute returns and volatility clustering. Therefore, the proposed metho-
dology opens a rather unexplored field in research of financial volatility. 
As this paper rather introduces the framework, there are many possibilities 
for further research in the field. 

First of all, the crucial distinguishing between stationary and non-
stationary series may raise questions. However, all standard stationarity 
tests have relatively low power and size against alternatives presented in 
this paper. Therefore, the correctness of this approach should be decided 
based on its ability to forecast volatility. This leads us to other future 
directions. Second, the proposed methodology should be compared to 
standardly used methods on basis of their forecasting accuracy. Third, the 
Value-at-Risk usefulness of the methodology is to be checked. Fourth, the 
correct specification of the logarithmic differences of the volatility process 
should be more thoroughly analyzed. ARFIMA(0,d,0) is only the initial 
proposition and there are more possibilities such as general 
ARFIMA(p,d,q) specifications or multifractal generalizations. Fifth, 
consistent and efficient estimators of d and H for highly anti-persistent 
processes should be discussed. And finally, the proposed methodology 
needs to be checked on other estimators of volatility (mainly various 
estimators of realized volatility). 
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THE CHAOTIC PRODUCTION GROWTH MODEL  
OF THE MONOPOLY FIRM AND INCENTIVES  

TO INNOVATE 
 

Vesna D. JABLANOVIC∗ 
 

Abstract. Monopoly is a market with only one seller. Characteristics of the 
model of a monopolistic market structure are: a) a firm is a price-maker;  
b) a firm do not behave strategically; c) entry into the industry is completely 
blocked; d) buyers are price taker; e) no close substitutes for the firm’s 
product; f) well informed buyers. 
Monopoly has the ability to influence the market price. Except a 
monopolist’s choice of price and output, there are other decisions a 
monopolist must make. One of the most important is how much to invest in 
research and development activities. Process innovation explains an idea 
the lowers the cost of producing existing products. Monopoly will invest in a 
new technology whenever doing so lowers its costs.  
The basic aim of this paper is to construct a relatively simple chaotic growth 
model of the monopoly quantity that is capable of generating stable 
equilibria, cycles, or chaos. Incentives to innovate are included in model. 
A key hypothesis of this work is based on the idea that the coefficient 
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db   plays a crucial role in explaining local stability of 

the monopoly's  production, where, b – the coefficient of the marginal cost 
function of the monopoly firm, m – the coefficient of the inverse demand 
function, e  – the coefficient of the price elasticity of the monopoly's demand, 
α  – the coefficient which explain effect of the investment in research and 
development activities on the monopolist's marginal cost curve.  

 

Keywords: Monopoly, Production, Process innovation, Chaos. 

1. Introduction  

Monopoly is the form of market structure in which a single firm sells 
a commodity for which there are no close substitutes. Under monopoly, 
there is a single producer and entry into the market by additional sellers is 
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blocked. Monopoly is a price maker because it can influence the price 
through this choice of quantity. A monopolist recognizes that the amount it 
sells influences the price it receives for its output. Except a monopolist’s 
choice of price and output, there are other decisions a monopolist must 
make. One of the most important is how much to invest in research and 
development activities. For example, process innovation is an idea that 
lowers the cost of producing existing products. The innovation leads to 
lower production costs. Monopoly will invest in a new technology 
whenever doing so lowers its costs.  

Chaos theory can explain effectively unpredictable economic long 
time behavior arising in a deterministic dynamical system because of 
sensitivity to initial conditions. It must be emphasized that a deterministic 
dynamical system is perfectly predictable given perfect knowledge of the 
initial condition, and is in practice always predictable in the short term. 
The key to long-term unpredictability is a property known as sensitivity to 
(or sensitive dependence on) initial conditions. 

Chaos theory started with Lorenz's (1963) discovery of complex 
dynamics arising from three nonlinear differential equations leading to 
turbulence in the weather system. Li and Yorke (1975) discovered that the 
simple logistic curve can exhibit very complex behaviour. Further, May 
(1976) described chaos in population biology. Chaos theory has been 
applied in economics by Benhabib and Day (1981, 1982), Day (1982, 
1983, 1997), Grandmont (1985), Goodwin (1990), Medio (1993, 1996), 
Lorenz (1993), among many others. 

The basic aim of this paper is to provide a relatively simple chaotic 
growth model of the monopoly's production that is capable of generating 
stable equilibria, cycles, or chaos. Incentives to innovate are included in 
the model. 

 

A Simple Chaotic Model of a Profit-Maximizing Monopoly 
In the model of a profit-maximizing monopoly, take the inverse 

demand function: 
 Pt = n – m Qt (1) 
where P – monopoly price; Q – monopoly output; n, m – coefficients of the 
inverse demand function.  

Further, suppose the quadratic marginal-cost function for a monopoly 
is:  
 MCt = a + b Q t + c Q t 2   (2)                               

 60 



where MC – marginal cost; Q – monopoly output; a, b, c – coefficients of 
the quadratic marginal-cost function. 

Monopoly will invest in a new technology whenever doing so lowers 
its costs. With innovation, the firm's marginal cost curve falls to:  

 MCt = (a + bQ t + c Q t2 ) – d (a + bQt + c Q t2) (3) 
or: 
 MCt = a(1–d) + b(1–d) Q t + c (1–d) Q t2 ,     (4) 
where MC – marginal cost; Q – monopoly output; a, b, c – coefficients of 
the quadratic marginal-cost function, d – the coefficient which explain 
effect of the investment in research and development activities on the 
monopolist's marginal cost curve.  

Marginal revenue is:  
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where MR – marginal revenue;  P – monopoly price; e – the coefficient of 
the price elasticity of demand.  

A monopoly firm maximizes profit by producing the quantity at 
which marginal revenue equals marginal cost. Thus the profit-maximizing 
condition is that:    
 MRt = MC  (6) 

Further,  
 Pt +1 = Pt + ΔP  (7) 
or: 

 Pt +1 = Pt + α Pt+1,  (8) 
i.e. 

 (1–α) Pt + 1 = Pt.  (9)                               
Thus, the chaotic model of the profit-maximizing monopoly is 

presented by the following equations: 

 (1–α ) Pt + 1 = Pt  (10) 
 MRt = MCt  (11) 
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 MCt = a (1–d) + b (1–d) Q t + c (1–d) Q t 2  (13) 
 Pt = n – m Qt  (14) 
where:  Q – output of the monopoly firm; MC – marginal cost; MR – 
marginal revenue; P – monopoly price; e – the coefficient of the price 
elasticity of demand; n, m – coefficients of the inverse demand function;  
a, b, c – coefficients of the quadratic marginal-cost function, d – the 
coefficient which explain effect of the investment in research and 
development activities on the monopolist's marginal cost curve. 

Firstly, it is supposed that a = 0 and n = 0.   
By substitution one derives:                      
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Further, it is assumed that the monopoly quantity is restricted by its 
maximal value in its time series. This premise requires a modification of 
the growth law. Now, the monopoly output growth rate depends on the 
current size of the monopoly output, Q, relative to its maximal size in its 
time series Qm. We introduce q as q = Q /Qm. Thus q range is between  
0 and 1. Again we index q by t, i.e., write qt to refer to the size at time steps  
t = 0, 1, 2, 3,... Now, growth rate of the monopoly output is measured as: 
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This model given by equation (11) is called the logistic model. For 
most choices of b, c, d, m, and e there is no explicit solution for (11). 
Namely, knowing b, c, d, m, and e and measuring q0 would not suffice to 
predict qt for any point in time, as was previously possible. This is at the 
heart of the presence of chaos in deterministic feedback processes. Lorenz 
(1963) discovered this effect – the lack of predictability in deterministic 
systems. Sensitive dependence on initial conditions is one of the central 
ingredients of what is called deterministic chaos. 

This kind of difference equation (11) can lead to very interesting 
dynamic behaviour, such as cycles that repeat themselves every two or 
more periods, and even chaos, in which there is no apparent regularity in 
the behaviour of qt. This difference equation (11) will possess a chaotic 
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region. Two properties of the chaotic solution are important: firstly, given a 
starting point q0 the solution is highly sensitive to variations of the 
parameters b, c, d, m, and e; secondly, given the parameters b, c, d, m, and 
e the solution is highly sensitive to variations of the initial point q0. In both 
cases the two solutions are for the first few periods rather close to each 
other, but later on they behave in a chaotic manner. 

2. Logistic Equation 

The logistic map is often cited as an example of how complex, 
chaotic behaviour can arise from very simple non-linear dynamical 
equations. The logistic model was originally introduced as a demographic 
model by Pierre François Verhulst. It is possible to show that iteration 
process for the logistic equation: 

 zt + 1 =  π z t (1 – z t),     π ∈[ 0 ,4 ],      z t ∈[ 0 ,1 ]  (17) 
is equivalent to the iteration of growth model (9) when we use the 
following  identification: 

 tt q
db

dcz
)1(
)1(

−
−

=       (18)                               

and:                                                                                                                                                 

 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛+α−

−
=π

e
m

db
11)1(

)1(  . (19) 

Using (11) and (13) we obtain:  
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On the other hand, using (12), (13), and (14) we obtain: 
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iterating is really the same as iterating  zt+1 = π zt(1 – zt) using (13)  
and  (14). 

It is important because the dynamic properties of the logistic equation 
(12) have been widely analyzed (Li and Yorke (1975), May (1976)). 

 
It is obtained that: 
(i)  For parameter values 0 < π < 1 all solutions will converge to  

z = 0; 
(ii)  For 1 < π < 3,57  there exist fixed points the number of which 

depends on π; 
(iii)  For  1 < π < 2 all solutions monotonically increase to  z = (π – 1) 

/ π; 
(iv)  For  2 < π < 3 fluctuations will converge to  z = (π – 1 ) / π; 
(v)  For  3 < π < 4 all solutions will continuously fluctuate; 
(vi)  For 3,57 < π < 4 the solution become "chaotic" which means that 

there exist totally aperiodic solution or periodic solutions with a 
very large, complicated period. This means that the path of zt 
fluctuates in an apparently random fashion over time, not settling 
down into any regular pattern whatsoever. 

Conclusions 

This paper suggests conclusion for the use of the simple chaotic 
model of a profit – maximizing monopoly in predicting the fluctuations of 
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the monopoly output. The model (11) has to rely on specified parameters b, 
c, m, d, and e, and initial value of the monopoly output, q0. But even slight 
deviations from the values of parameters b, c, m, d, and e and initial value 
of the monopoly output, show the difficulty of predicting a long-term  
behaviour of the monopoly output, q0. 

A key hypothesis of this work is based on the idea that the 
coefficient:  
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plays a crucial role in explaining local stability of the monopoly output 
where, b – the coefficient of the marginal cost function of the monopoly 
firm, m – the coefficient of the inverse demand function, e – the coefficient 
of the price elasticity of monopoly's demand, α – the coefficient of the 
price growth, d – the coefficient which explain effect of the investment in 
research and development activities on the monopolist's marginal cost 
curve. 

The quadratic form of the marginal cost function of the monopoly 
firm is important ingredient of the presented chaotic monopoly output 
growth model (11).  
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A NEW ECONOPHYSICS MODEL TO STUDY 
HUMAN RESOURCES IN EUROPEAN UNION 

Mirela F. NICOLOV1  

Abstract. In this paper a new econophysics model of Human Resources 
evolution is proposed and discussed. For this purpose an analogy between 
the mechanical model especially the dynamic model and the Human 
Resources in European Union as regression function of second degree 
consideration is used. The model is tested on the values for the period 1990-
2010.  
 

Keywords: econophysics, mechanical dynamic model, regression functions, 
human resources. 

1. Introduction 

Econophysics applies various models and concepts imported from 
condensed matter and statistical physics to analyze economic and financial 
phenomena. This new field of research has generated a lot of 
methodological debate (Schinckus, 2010a). It is often presented as a 
positivist discipline that provides a more empirical basis to economics 
.Despite the novelty of this new approach, more and more papers about 
econophysics have been published in journals devoted to Physics and 
Statistical Mechanics. Several meeting series dedicated to this topic are 
regularly organized and moreover, new Ph.D. programs in Econophysics 
recently appeared in some universities. Nowadays, Econophysics appears 
to be a new step in the history and the evolution of Physics Sciences and 
then the question about the disciplinary characteristics of Econophysics 
must then be asked (Schinckus, 2010a; Gallegati et.al, 2006; McCauley, 
2006). 

For the 1970s, a new theoretical movement has been initiated by 
some physicists who began publishing articles devoted to the study of 
social phenomena, such as the formation of social groups (Weidlich, 1971) 
or social mimicry (Callen&Shapiro, 1970). The next decade confirmed this 
new theoretical trend (labelled sociophysics), as the number of physicists 
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publishing papers devoted to the explanation of social phenomena and the 
number of themes analysed continued to increase. During the 1990s, 
physicists turned their attention to economics, and particularly financial 
economics, giving rise to econophysics. Although the movement’s official 
birth for example announcement came in a 1996 article by Stanley and his 
team (Stanley et. al., 1996), econophysics was at that time still a young 
field. Econophysics can be defined as “a quantitative approach using ideas, 
models, conceptual and computational methods of statistical physics”. 
Today, econophysics is an institutionalized field, with different journals 
proposing a prolific literature about the way of characterizing the evolution 
of financial prices. There is an “extreme diversity” of models recently 
developed by econophysicists and many theoretical frameworks still 
emerge. (Bucsa et. al., 2011; Stanley et. al., 1996) 

Econophysics presents itself as a new way of thinking about the 
economic and financial systems through the “lenses” of physics 
(Schinckus, 2010b). As much as neoclassical economics imported models 
from classical physics as formulated by Lagrange (Mirowski, 1989) and 
financial economics built on the model of Brownian motion also imported 
from physics, econophysics tries to model economic phenomena using 
analogies taken from modern condensed matter physics and its associated 
mathematical tools and concepts. Using the standard tools of statistical 
mechanics including microscopic models like Ising model and scaling 
laws, econophysicists aim at explaining how complex economic systems 
behave. Broadly speaking, econophysics is founded on general statistical 
properties that reappear across many and diverse phenomena. This 
statistical regularity can be characterized by scaling laws that are 
considered as the heart of econophysics (Bouchard, 2002; Staley et.al., 
2000). These scaling laws can take a variety of forms. The objective of the 
next section is to offer a generic formula characterizing the main 
distributions usually used by econophysicists (Bucsa et. al., 2011). 

The theories of Human Resources Management have the origin in 
United States of America (Brewster, 2004; Brewster, 1994). The 
management of Human Resources in particular has been heavily influenced 
by thinking in USA. The impact of the globalization was influenced on the 
way that people are managed, particularly in Europe Union (Brewster, 
2004; Brewster, 1994). In human resources management (HRM), in 
particular is the US model of HRM one that will inevitably be followed in 
Europe? Our understanding of management in general and human 
resources management in particular has been heavily influenced by 
thinking in the United States of America. This is perhaps not surprising 
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from a country that has been for decades the largest economy in the world. 
HRM like many other aspects of management was originally 
conceptualized and developed in the United States of America. The study 
of personal management was partly a file clerk’s job, partly a 
housekeeping job, partly a social worker’s job and partly a fire-fighting to 
head of union trouble (Drucker, 1989). The American’s theories about 
HRM would work anywhere in the world. Relationships between the 
structural characteristics of work organizations and variables or 
organization context will be stable across societies (Hickson et.all, 1974). 
Their main findings from cases in the USA, Canada and then UK were that 
companies are subject to the same relationships in terms of size, 
dependence on parent group and technology irrespective of country. 
Hickson et.al offered a culture free context of organization structure 
(Hickson et.al, 1974). Kidger appreciated that grew in isolation from the 
world economy are having their approaches supersede by universally 
applicable techniques (Kidger, 1991). Other models of Human Resources 
Management (HRM) are continually being developed. And the rhetoric at 
least of HRM has been spread to many other countries both in the 
theoretical discourse and within employing organizations. From the early 
days, there have been calls for comparative HRM, studying similarities and 
differences in management systems and the way people are managed in 
different countries (Brewster, 2004; Brewster, 1994; Redding, 1994). 
Whether the US derived visions of Human Resource Management (HRM) 
apply everywhere in the world is an important question for both theory and 
practice since following US prescription in either area may be detrimental 
if theories are not transferable, for example, the need for a contingent 
approach encompass cultural, sectorial and regional differences. Similarly, 
other theorists have also argued for the need to cover both national 
differences and organizational contingencies, although they have used 
different terminologies: macro economy, micro economy (Gronghaug, 
1992) exogenous, endogenous (Brewster, 2004; Brewster, 1994), external 
and internal variable (Morley, 2004). How the theory applies particularly 
to the European setting remains a conceptual and empirical challenge. One 
problem is that the complications noted above make research difficult and 
there is a scarcity of empirical data (Brewster, 2004; Brewster, 1994). 
Despite these theories and the complexities of understanding different 
national contexts geographical differences are apparent, and the effort to 
understand them is important. There are a number of critical differences 
between the North American context and the European (Brewster, 1994). 
Such a comparison involves substantial generalization. We must remain 
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aware of the substantial differences of the substantial differences within 
North America, even within individual states in the USA and the 
differences between European countries (Nicolov, 2011). 

Present paper will present a new econophysics model for modelling 
the human resources of the European RDI sector, especially for EU15 
respectively EU25. The new econophysics model will be a dynamic one. 

2. The Dynamic Model 

In figure 1 we can see the point M, represented in a Cartesian 
coordinate system OXYZ by the position vector: .Mr  Each coordinate axis 

corresponds to a line unit vector called: i , j , k  are the unit vectors of the 
coordinate axes and axes and property meaning: | i | = | j | = | k | = 1 
(Nicolov, 2009). 

Position vector of point M1 has analytical expression: 

 ....1 krjrirr zyx ++=

 
Figure 1. Cartesian coordinate system. (Nicolov, 2009). 

 
Since the coordinates rx, ry and rz can depend on time, you can write 

the following parametric equations: rx = rx(t), ry = ry (t), rz = rz (t). Elimi-
nation of parametric equations leads to the trajectory equation: z = z (x, y). 
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If a material point moves from point M1 to point M2 by using a path c, 
its position vector of time-varying r1 to r2, the analytical expression: 

krjrirr zyx .'.'.'2 ++=  
Velocity of the material point in the Cartesian coordinate system by 

definition is expressed as:  

v  = 
dt

rd  =
•

r = 
•

xr i⋅  + 
•

yr j⋅  + 
•

zr k⋅ . 

So you can write the following relations: =  = xv
•

xr
dt
dx ; = = 

=

yv
•

yr

dt
dy ; = = zv

•

zr .
dt
dz  

According to the definition, the acceleration of the material point is 

given by: a=
dt
vd = .

2

dt
rd  

Force acting on the material point is a Newtonian type force. 
Knowing the material point mass (m) and applying Principle 2 of 
Newtonian mechanics, we have the relations: amF ⋅=  or 

.kamjamiamF zyx ⋅⋅+⋅⋅+⋅⋅=  
Knowing his position vector of a material point, i.e. trajectory 

equation and parametric equations, one can determine the speed, 
acceleration and type of force acting on it. Knowing the type of force 
acting on the material point trajectory equation can be determined that he is 

travelling based on the forces acting: .;
m
FaamF =⋅=

 

 If acceleration is shaped as ,
dt
vda =  separate variables: and then we 

make the integration by using initial conditions and then we obtain: Speed 

Law:
 

.
0

0 ∫ ⋅+=
t

t

dtavv
 

 Given the definition of velocity:
 dt

rdv =  and, separate variables are 

,dtavd ⋅=  we make the integration by using initial conditions and 

obtained the law of motion: .
0

0 ∫ ⋅+=
t

t

dtvrr
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If we write on the 3 axes are called parametric equations:  

on Ox:  on Oy:   on Oz:  ;
0

0 dtvxx
t

t
x ⋅+= ∫ ;

0

0 dtvyy
t

t
y ⋅+= ∫ .

0

0 dtvzz
t

t
z ⋅+= ∫

 By eliminating the parametric equations of the trajectory equation we obtain:  

),( yxzz =  ⇒  .kzjyixr ⋅+⋅+⋅=  
 

3. Results 
 
In the present paper is studied the determinants indicators for 

European competitiveness by linking RDI indicators from the next 
databases: EIS2004, EIS2005, IUS2010, IUS2011. 

The IUS2010 contain a list of 25 indicators that captures national 
performance CDI. 19 indicators were carried over from the previous EIS 
009 and 12 indicators were not modified, two indicators were combined 
and 5 indicators were partially modified by using broader or narrower 
definitions or different names. Considering the merging of 2 indicators, 18 
indicators from IUS2010 are equivalent to those of EIS2009 and in 
addition were introduced seven new indicators. IUS uses the most recent 
statistics from EUROSTAT and other internationally recognized sources as 
available at the time of analysis. 

IUS2011 distinguishes between three main types of innovation 
indicators on 8 dimensions, for a total of about 25 different indicators. 
Input key factors in the analysis of external innovation performance of 
firms covering the three dimensions of innovation are: human resources, 
open, excellent and attractive research systems, finance and support. 
Business activities relate to the company's innovation efforts, grouped into 
three dimensions of innovation are as follows: investment firms and spirit 
connections entrepreneurial and intellectual assets. Output factors related 
to effects on innovation activities of firms in innovation have 2 sizes: 
Innovators and economic effects. These are indicators for presenting the 
performance of RDI. Some indicators of innovation at EU level, such as 
public spending on RDI, can be more easily influenced by policy inter-
ventions than others, such as private innovation SMEs. 

It is deal in the next part with Science and engineering graduates aged 
20-29 per 1,000 inhabitants, for EU15 respectively EU25. 

Science and engineering graduates aged 20-29 (per 1,000 inhabitants) 
(‰) (Source EIS2004, EIS2005) is defined as all post-secondary education 
graduates belongs to ISCED 5A with and above in life sciences (ISC42), 
physics (ISC44), mathematics and statistics (ISC46) engineering 
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calculation (ISC48) and engineering trades (ISC52), production and 
processing (ISC54), architecture and building (ISC58) ( Canberra Manual, 
1995). Population reference was for age groups between 20 and 29 years 
inclusive. This indicator is a measure of the supply of graduates in science 
and engineering education. Due to problems of comparability of 
educational qualifications in various parts of the EU countries, this 
indicator uses broad categories of education. This means that it covers 
everything from graduate degree. A broad coverage can also be an 
advantage, because even a year graduates of programs are valuable for 
incremental innovation in manufacturing and services.  

In 2004 EIS the data are recorded from the period 1993-2004.We 
have the only valid data for these indicators for the period 1997-2002, for 
represented category EU15 and EU25. So, for the case of EU15 recorded 
values was 10.3 ‰ in 1997, a figure which increased to 12.47 ‰ in 2002. 
These values can vary for EU25 between 9.28 ‰ and 11.49 ‰. 

In table 1 and figure 2, we can see the Human Resources modelling. 
 

Table 1. Human Resources modelling 
 

Science and engineering graduates aged 20-29 
(per 1,000 inhabitants) (‰) (EU15) 

Y EU15(SE) = 
0.10x2+0.310x+7.449 

Science and engineering graduates aged 20-29 
(per 1,000 inhabitants) (‰) (EU25) 

Y EU25(SE) = 
0.10x2+0.311x+8.468 

 

 
Figure 2. Modelling Human Resources for European Union for the period 1990-2010 

and for the next 20 years. 
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We can see from here that the curves which represent HR modelling 
are as follows:  

• For the case of EU15 of science and engineering graduates aged  
20-29 per 1,000 inhabitants represented in ‰ is:  

 
Y EU15(SE) = 0.10x2+0.310x+7.449. 

• For the case of EU25 of science and engineering graduates aged  
20-29 per 1,000 inhabitants represented in ‰ is:  

 
Y EU25(SE) = 0.10x2+0.311x+8.468. 

4. Conclusions 

From the present study of the indicators in the modelling used for the 
last 20 years and the next 20 years we can see that the majority observe an 
accelerated trend which respect the econophysics dynamic model presented 
above, the individual trajectories for each indicator. 

In the study of human resources can draw the following conclusions: 
equations generated to characterize the evolution and future trends for each 
studied case are all second degree equations similar to parametric 
equations of econophysics model already presented. It is noted that the 
equations that characterize the development of human resources are 
generated by a set of differential equations of the form y = AX4 + BX3+ 
+CX2+ Dx + E, which by differentiating twice even give equations 
obtained. These equations characterize a dynamic phenomenon in 
accelerated system. 

Most of the previous studies were performed on samples of firms in 
each country while this study is estimated on a sample consisting of EU15, 
EU25. Our sample size is different from the samples used by other authors. 
The difference can also be attributed to the choice of explanatory variables. 
In addition, input data on innovation and firm size, previous studies have 
simulated the output of RDI studies on depending on the demand side and 
technological factors, sources of information for innovation, cooperation 
models and firm specific characteristics, such as age, existence RDI 
facilities from the impact of change on performance management (Hashi & 
Stojcic, 2012). Hashi and Stojcic results presented in their paper in 2012, 
confirms the shape model introduced in this study (Hashi & Stojcic, 2012). 
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PRODUCTS AND SERVICES LIFE-CYCLE  
IN THE ENTERPRISE DEVELOPMENT 

 
Ioana ARMAS∗ 

 
Abstract. The entire evolution and development of the enterprise, its goals, 
policies, and strategies are expressed by its products and services. Thus, all 
the dimensions of the enterprise, respectively management, organizational 
structure, financial and economic strength etc., are wrapped in one global 
dimension – the offer of products and services. From this point of view, the 
development of the products and/or services must integrate the enterprise’s 
dimensions, such that the corresponding management areas to attain 
through their results the enterprise’s goals. The concept that unifies all these 
aspects, by integrating the enterprise’s dimensions relative to the 
enterprise’s development and evolution, is the life-cycle of the products and 
services. 
In this context, the present paper defines in a process – oriented manner the 
life-cycle concept for products and services, highlighting their dimensional 
complexity, and develops, considering the synergistic aspects, the framework 
of the life-cycle oriented development of the enterprise. Also, the dynamic 
integrated quality concept is determined as the context for evaluation and 
positive evolution of the enterprise. 

Keywords: products and services life-cycle, dimensional complexity, 
synergistic oriented process maps, life-cycle oriented development of 
competitiveness, dynamic integrated quality. 

1. Introduction 

The main aspects of economy are determined by the enterprise’s 
creation activities, expressed through products and services offered to 
markets as complex areas of the society.  

Today, the concepts attached to products and services present high 
complexities both at their definition, and implementation levels. Thus, the 
following definitions, oriented on global quality, will be considered [1]: 

A product represents any system offered to the market in order to be 
purchased and used, that satisfies or creates a necessity at a given requested 
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time by fulfilling a set of requirements according to the working 
environment, user, competition etc. at an exclusively economical price 
accepted by the user, without inducing negative mutations (physical, 
psychological, behavioural etc.) of the humans, users or not, of the society, 
or of the natural environment. 

A service represents a process supported by an organization or by a 
technical system, that satisfies or creates customer’s necessities and 
requests at any desired time, for an accepted time period, and at an 
exclusively economical price agreed by the user, without inducing negative 
mutations (physical, psychological, behavioural etc.) of the humans, users / 
clients or not, of the society, or of the natural environment. 

2. Products and services dimensional complexity 

According to the global quality oriented definitions for products and 
services, results that their complexity is 3-dimensional (3-D) enfolded,  
as in table 1 and figures 1 and 2, where each general dimension, 

  s in fact the envelope of other dimensions integrated in it. ,3,2,1, =iDi

 

Table 1.  

The general and detailed dimensions of the products and services 

Dimensions of products Dimensions of services 

1D  – The functional dimension 1D  – The functional dimension 

11D  – necessities  11D  – necessities  

12D  – requests 12D  – requests 

13D  – implementation level 13D  – implementation level 

14D  – response capabilities 14D  – technical and technological context 

15D  – technical and technological context 

2D  – The quality / existence dimension 2D  – The quality / existence dimension 

21D  – performance  21D  – performance 

22D  – quality by conformity 22D  – quality by conformity 

23D  – safety and security 23D  – adaptability 

24D  – safety and security 24D  – induced mutations 

25D  – induced mutations 
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3D  – The economic dimension 3D  – The economic dimension 

31D – development and manufacturing 
costs  

31D – development and implementation 
costs  

32D  – price and other costs for the client / 
user 

32D  – support costs and corresponding 
resources 

33D  – price and other costs for the client / 
user 

33D – temporal opportunity for the market 

34D – temporal opportunity for the market 
 

Thus, any product, P, or service, S, will be described by its dimen-
sional coordinates, according to figures 1 and 2 that can be expressed as 
matrices: 

 ,][][ 321 DDDP =  (1) 

and respectively, ,][][ 321 DDDS =  (2) 
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Figure 1. The dimensional complexity  

of products. 
 

Figure 2. The dimensional complexity  
of services. 

If the general dimensions are detailed, then the product, respectively 
the service will be described by the matrices: 
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that explicitly highlight their dimensional complexity through the partition: 

 ,       with           , (3) 
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where  and  are the dimensional complexity matrices, that are 
not uniquely determined, but contain as kernel the above determined 
components as under-dimensions or dimensions to be enfolded. 

)(DΠ )(DΣ

In this context the results for the development of any product or 
service are strongly related with the enterprise’s dimensions of compe-
titiveness. The corresponding concept and framework that unifies products 
and respectively, services with the enterprise’s perspective of development 
and evolution is the life-cycle defined as the interconnected assemble  
of the processes by which a product or a service are developed, 
implemented, used, reused or withdrawn from the user area and 
reprocessed, all these in a related manner with the enterprise’s external and 
internal environments. 

3. The products life-cycle 

According to the product’s life-cycle definition determined in §1, the 
following constitutive dominant processes will be determined: 

P1 – requests, necessities, and market opportunity analysis; 
P2 – product development and design; 
P3 – product manufacturing and/or implementation; 
P4 – distribution and sales; 
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P5 – product use and operation; 
P6 – technical assistance and maintenance; 
P7 – after-use and after-operation processes (e.g., recycling, reuse 

etc.); 
P8 – communication processes; 
P9 – learning processes. 
 
The above processes build the global life-cycle context as in figure 3, 

where )(,9,1,, kjjkjk ==Θ  represent the components of the synergistic 
integration relation that interconnects the P1 ÷ P9 processes through the 
information set: 

 },9,...,1,1,...,1)(,)(,9,1:{ , +−===Θ= kkkjkjjkI jkPLC  (5) 

such that the product’s life-cycle is determined by: 

  (6) ,... PLCsgsgsgsg IPLC ∪∪∪∪ P9P2P1=

where  represents the synergistic integration through informational set, 
characterized by the following defining properties: 

sg∪

• any fault in performing any process )9,1,( =¬ iiP  determines 
corresponding faults in performing the product’s global life-
cycle );( PLC¬  

• any  fault  in  implementing  and  accomplishing  the  informational  
set  )( PLCI¬ determines  faults  in  performing  and  implementing  
the  product’s  global  life-cycle ).( PLC¬  

Thus, results the necessity to consider the design of the life-cycle for 
any product type, such that the objectives of the product management as 
project management will be oriented towards the development, imple-
mentation and management of the specific P1 ÷ P9 processes, and the 
informational set  in a strong relation with the internal management 
aspects of the enterprise, its strategies, policies, internal organization, and 
external environment. In this context results the defining framework for the 
product’s life-cycle oriented project management, as in figure 4. 

PLCI
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SYNERGISTIC 

CONTEXT OF THE 
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LIFE-CYCLE

P1 
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P9 
Learning 

P8 
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P5 
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P6 
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P7 
After-use and after-
operation processes 

9,...,2,,1 =Θ jj  9,7,...,1,,8 =Θ jj  8,...,1,,9 =Θ jj

9,8,6,...,1,,7 =Θ jj  

9,8,7,5,...,1,,6 =Θ jj  9,...,4,2,1,,3 =Θ jj  

9,...,6,4,1,,5 =Θ jj 9,...,5,3,1,,4 =Θ jj

9,...,3,1,,2 =Θ jj  

 
 

Figure 3. The synergetic oriented process map of the product’s global life-cycle. 
 
 

 

 
 

LIFE-CYCLE ORIENTED PROJECT & PRODUCT MANAGEMENT 

Product type 
Management processes 

and interconnecting 
relations 

Product costs Strategies  
and polices 

Total duration 
of the life-cycle 

Life-cycle processes (P1 ÷ P9) 

Figure 4. The life-cycle oriented project & product management framework. 

 84 



It is important to be highlighted that the implementation of the 
product’s life-cycle concept and of the product & project management is 
possible only when it is based on research (e.g., scientific, technical, 
economical etc.) that solves in a proactive manner all the aspects regarding 
product development, long before to the life-cycle initiation and 
elaboration. 

4. The services life-cycle 

An important tendency of the present is the transfer of product 
property towards the exclusively beneficial of its functions as a service. 

This phenomenon already produces effects in information and 
communication technologies (IT&C), for example in mobile commu-
nications, cloud computing, transportation etc., and represents a solution 
for the implementation of high level technologies and costly equipment, as 
robots destined to individual and social use. Also, the number of services is 
already large, corresponding to different areas of economy, finance, health, 
education etc. 

For all types of services, the following dimensions can be identified: 
1. the intangible or insubstantial dimension, that integrates: 

• the service’s global goals, 
• the operations or activities performed in order to attain the 

global goal, 
• the associated rules, that define the procedure according to 

which the service is performed at the internal (i.e., enterprise) 
and external (i.e., clients and external environment) levels; 

2. the tangible or substantial dimension, that integrates the material 
support (i.e., equipment, facilities, material resources etc.) for 
executing and deliver the service. 

Applying in this context the life-cycle definition, results that two 
categories of processes must be determined according to the above 
dimensions. Thus, the dominant constitutive processes of the services life-
cycle are two-dimensionally developed for the soft life-cycle (FLC) and 
respectively, the hard life-cycle (HLC) levels, as in table 2. 
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Table 2.  
The two-dimensional process identification for the services life-cycle. 

Services life-cycle (SLC)  processes 
Soft life-cycle (FLC) processes Hard life-cycle (HLC)  processes 

Processes of the intangible  
or insubstantial dimension 

Processes of the tangible  
or substantial dimension 

F1 - requests, necessities, and opportunity 
analysis 

F2 - procedural service design (i.e., goals, 
activities, and rules) 

F3 - procedural implementation 
F4 - service delivery to clients and opera-

tion at order or request 
F5 - user procedural support and assistance 
F6 - service evolution regarding goals, 

activities, and governing rules 
F7 - communication processes 
F8 - learning processes 

H1 - requests and necessities analysis 
H2 - material support design 
H3 - material support implementation 
H4 - material support use and operation 
H5 - technical assistance and maintenance 
H6 - after-use and after-operation processes 
H7 - communication processes 
H8 - learning processes 

 
Each dimension of the services life-cycle is built as the synergistic 

integration of the corresponding processes, as in figure 5. 
In these conditions, the global context of the services life-cycle (SLC), 

considering the two soft- and hard- dimensions, are synergistically 
integrated as in figure 6, such that the service’s life-cycle is defined as the 
synergistic integration of its FLC and HLC dimensions as: 

  (7) ,SLCsgsg IHLCFLCSLC ∪∪=

with },,,,,,,{
8877665544332211 ,,,,,,,, HFHFHFHFHFHFHFHFSLCI ΣΣΣΣΣΣΣΣ=  

representing the informational set of the service’s life-cycle (SLC), and 
each dimension represents a synergistic integration of its processes, as 
following: 

 
⎪⎩

⎪
⎨
⎧

+−===Φ=

=

;}8,...,1,1,...,1)(,)(,8,1:{

...

, kkkjkjjkI

IFLC

jkFLC

FLCsgsgsgsg ∪∪∪∪ F8F2F1
 (8) 

 
⎪⎩

⎪
⎨
⎧

+−===Ξ=

=

},8,...,1,1,...,1)(,)(,8,1:{

...

, kkkjkjjkI

IHLC

jkHLC

HLCsgsgsgsg ∪∪∪∪ H8H2H1
 (9) 

where  and  are the informational sets of the FLC and 
respectively, HLC dimensions. 

FLCI HLCI
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Figure 5. The synergetic oriented process map of the service’s soft life-cycle (FLC). 
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Figure 6. The services life-cycle as the synergistic integration  

of the tangible and intangible dimensions. 
FLC – the soft life-cycle dimension; HLC – the hard life-cycle dimension. 
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According to the synergistic structure of the SLC results: 
1. the development of services industry requires a corresponding 

development of products industry as material support; 
2. the development of products industry is supported and grows 

according to the correlated designed services that use the products 
as support. 

Thus, each industry is an engine for the other one, as long as they 
offer utility and are correctly developed related to the clients, society, 
environment, and market. 

5. The life-cycle oriented development of the enterprise 

Considering the products and service life-cycle context, the 
enterprise’s developments polices will have new dimensions determined by 
the necessity to specify, design and implement the corresponding life-cycle 
processes. 

Thus, to design a product or a service will involve designing 
synergistically the corresponding processes of their life-cycle in order to 
attain competitiveness at each level, fact that will influence the evolution 
of the enterprise and its policies, according to the framework of figure 7. 

 

 
Figure 7. The framework of the life-cycle oriented development of the enterprise. 
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In these conditions, the enterprise’s competitiveness will be evaluated 
related to its products and services life-cycle, such that the concept of the 
integrated dynamic quality of the enterprise will be determined as its 
capability to: 

 perform research and to propose, under utility conditions, specific 
products and services; 

 define, develop and implement the corresponding life-cycles for 
the products and services, under time, quality and safety condi-
tions; 

 define and represent a specific, positive point in the compe-
titiveness space, by satisfying the conditions of compatibility with 
the users, non-users, and natural environment; 

 develop a proactive and ethical behaviour related to its internal 
and external environments. 

6. Conclusions 

The development and evolutions of the enterprises are mainly 
oriented towards economic and financial goals obtained according to their 
activities in specific business areas.  

The present paper highlights the fundaments and support to attain 
these goals, as being the products and/or services that the enterprises offer 
to the market, and, more generally, to their external environment. From 
this point of view, products and services are defined considering their 
complexity perspective, and the life-cycle concept is developed as the 
unifying solution between the enterprises and its products and services in 
creating competitiveness (see Figure 8). 

Thus, the processes of the products and services life-cycle are 
identified in a synergetic context, and accordingly the framework of the 
life-cycle oriented development of the enterprise is determined. 

In these conditions, the integrated dynamic quality of the enterprise is 
defined as the generating context for the enterprise’s evolution. 
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Figure 8. The evolution of the enterprise. 
 
 

 
REFERENCES 

 
[1] I. Armas, Mechatronic Products and Services (in Romanian), Editura AGIR, 

Bucharest, 2009. 
[2] W. R. Wessels, Practical Reliability Engineering and Analysis for System Design 

and Life-Cycle Sustainment, CRC Press, 2010. 
[3] I. Armas, Design for Mechatronics and Robotics (in Romanian), Editura AGIR, 

Bucharest, 2011. 
[4] P. A. Hsiung, et. al., Reconfigurable System Design and Verification, CRC Press, 

2009. 
 

 
 

 90 



IMPACT OF FISCAL POLICY ON ECONOMIC 
DEVELOPMENT IN UKRAINE 

 
Iryna LUKIANENKO*, Mariia SYDOROVYCH 

Abstract. The paper aims on assessing the impact and efficiency of fiscal 
policy instruments for gaining macroeconomic goals in transition 
economies. For this reason the macroeconomic model of the Ukrainian 
budgetary sector is developed. The model represents interrelations 
between the budgetary sector and real economy reflecting the way 
financial resources are redistributed through the budgetary system. The 
model serves as a basis for scenario analysis of different types of fiscal 
policy and their effect on economic indicators. It also allows for 
forecasting budgetary revenues in order to compose an efficient budget 
estimates. The results of the research prove that in transition economy 
such as Ukrainian the channel of tax rate on personal income tax is more 
efficient from fiscal point of view than the one on enterprise profit tax, 
while reallocation of resources between budgetary transfers to 
population and R&D is more efficient than increasing budget 
expenditures. Since increase in expenditures influences higher increase 
in GDP, the model proves Keynesian effects in the economy of Ukraine. 

Keywords: fiscal policy, macroeconomic model of budgetary sector, 
simultaneous equation modelling, economic development, transition 
economies, Ukraine. 

1. Introduction 

The debates on a role of the government in economic development 
held during the recent century are permanently heated by the serial crises 
and the new challenges they send to the political and economic leaders of 
the world. The question they raise is what is more efficient for economic 
performance: government intervention in the market through implementing 
economic policy (fiscal in particular) or non-intervention. Government 
intervention is justified by market failures resulting from market 
imperfections – a concept developed by Henry Sidgwick [1] and Francis 
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Bator [2], while non-intervention – by the principle called ‘laissez-faire’ of 
Classical economics and by the concept of government failure of Public 
choice school. 

Buchanan and Musgrave [3] responding to the position of public 
choice theory, argue that “defining the good fiscal system should be our 
primary task, not because there are no policy failures but because first 
things come first. If we do not know how to do it well, how do we know 
what failures to correct?” [3, p. 82]. At the same time Krugman, Stiglitz, 
and Sachs proclaim the entry of the modern economics into “a period in 
which orthodox views are openly questioned, creating an atmosphere 
characterized by a crisis of confidence” [4, p.160]. This stance of 
questioning makes the scientists opened for the discussion of any possible 
theories and results. 

There are plenty of empirical studies validating Keynesian theory and 
criticizing it. The results are mostly diverse; many assumptions still need to 
be relaxed; and there is still no common position prevailing. As a result, 
policy implications are rather ambiguous. Moreover, there are few studies 
applying recently developed theories to the transition economies, 
Ukrainian in particular. There is scarcity within those researches 
explaining whether Keynesian theory is applicable to transition economies, 
such as Ukrainian one, which instruments of fiscal policy are significant 
and efficient for providing future sustainable economic development. The 
problem of specifying which economic theory is appropriate to explain 
recent economic processes and, thus, can be the basis of government 
decision making for the sake of economic development, nowadays has 
more empirical rather than theoretical character. 

Various techniques of econometrics that have been developed during 
recent seventy years such as simultaneous equations (SEM), error-
correction (ECM), structural vector autoregressive (SVAR), dynamic 
stochastic general equilibrium (DSGE) and computable general equili-
brium (CGE) modelling give plenty of opportunities to model the 
behaviour and interrelations within the economy. For this aim the 
peculiarities of the economy under investigation should be explored 
thoroughly.  

Carmignani [5], in his study of the impact of fiscal policy on private 
consumption and social outcomes in Europe and CIS with the focus on 
transition countries, employs simultaneous equations modelling. This 
technique allows for developing a long-term macroeconomic relationship 
between fiscal policy and economic growth, using real per-capita 
consumption growth as the dependent variable.  
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Carmignani, following Giavazzi and Pagano [6], separates the effects 
that fiscal policy has in normal times from those that it has during periods 
of large structural changes, using a dummy variable to pick episodes of 
sizeable fiscal adjustments or expansions. Thus, Carmignani [5] comes to 
the conclusion that fiscal policy has Keynesian effects in transition 
countries; non-significant effects in high-income OECD economies in 
normal fiscal times, and non-Keynesian effects outside normal times. For 
several developed countries this research partly correlates with previously 
held investigation of Alesina and Perotti [7], which comes to conclusion 
that fiscal adjustments mostly do not cause recessions. They address 
governments to cut expenditures, in particular transfers and government 
employment expenditures, rather than increase taxes. In addition, 
Carmignani [5] proves that government expenditures for public health and 
social protection are efficient in terms of social outcomes. The results 
suggest that fiscal adjustment in transition economies tend to be 
contractionary, while fiscal stimulus is expansionary. It also means that 
there is scope for a counter-cyclical usage of public spending, as long as 
fiscal policy is used symmetrically over the business cycle. On the 
contrary, for high-income OECD economies, the findings suggest that 
fiscal stabilizations might be expansionary, albeit the multiplier is likely to 
be small. 

Lukianenko [8] develops a systematic model of Ukrainian economy 
decomposing it into sub-systems of real, monetary, external, budgetary 
sectors, and labour market. In the research she is employing SEM approach 
to model long-run relationships within the system. The model serves as the 
basis for scenario analysis, as well as provides analysis of multiplier effect 
of government expenditures and money supply. The findings of this study 
prove Keynesian effects in Ukrainian economy since decrease in tax 
pressure leads to increase in GDP. 

Though the results stemming from the large volume of empirical 
investigations on the question about the contribution of fiscal policy to 
economic development are hard to summarize, as they are often 
incompatible and ambiguous, it is more common for transition and 
developing economies to bear Keynesian effects, while recent evidence 
from the developed economies in policy implications is mostly opposite 
and controversial. This, in turn, may be the evidence of higher efficacy of 
fiscal policies in transition countries. 

Monetary policy is thought to have more rapid impact on the 
economy because of short inside lags. However, in transition economies it 
may appear less efficient than fiscal policy because of low level of 
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financial market development, which leads to longer outside lags in 
monetary policy and poor transmission effect. Thus, fiscal policy, because 
of its being built-in in the transition economies deeper than monetary one, 
needs to be investigated more thoroughly. 

There are considerably more studies exploring the transmission of 
monetary policy shocks than of fiscal policy ones. In addition, applications 
of the theories and methodologies are mostly focused on the sample of 
high-income and/or developed countries rather than developing and 
transition economies in particular. As Carmignani [5] emphasizes, studies 
that are specifically focused on transition economies are “still in its 
infancy”. Since the history of transition is relatively short, time series are 
short and data quality is under question, which is constraining empirical 
analysis. 

Ukrainian market along with other national markets in the world is 
thought to be inefficient. However, this inefficiency has peculiarities that 
are to be discovered. Explanation of how the Ukrainian economy works, 
and in turn, how taxation system should be designed, which policy 
instruments should be used by governments to foster economic 
development in the transition economy based on the contemporary data of 
Ukrainian economy is the gap that this research strives to fill in. 

The main purpose of the research is to discover interrelations between 
fiscal policy and macroeconomic state and development based on the way 
how financial resources of the economy are redistributed through the 
budgetary system. This paper aims to explore the case of the Ukrainian 
economy in order to contribute to the body of knowledge in the policy 
making process for the sake of economic development of transition 
economies. 

To support the efficiency of public finance, relevant instruments of 
fiscal policy should be developed. Macroeconomic model of budgetary 
sector should serve as a basis for an efficient fiscal policy reflecting 
interactions between policy variables and target variables. The problem of 
development of macroeconomic model of budgetary sector of Ukraine is 
important nowadays because of the necessity of reforms in the budgetary 
sector of Ukraine and of the methodological framework for further 
efficient fiscal policy. Decision making process in the budgetary sector 
needs to be transparent, and the government should be provided with the 
instruments for efficient fiscal policy. Moving from ad hoc approach in 
decision making in budgetary allocation and taxation policy to coordinated 
budgetary policy is necessary for gaining public policy goals. 
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2. Experimental  

This research is applying simultaneous equations modelling 
approach, which is useful for gaining its purpose. Simultaneous equations 
modelling (SEM) is a structural type of models containing multiple 
equations and variables. It is a system of a class of complete systems that 
have as many equations as there are endogenous variables. In these models 
it is chosen to regard variables as “simultaneous” or “jointly determined”, 
in the sense, that they are related but no causal ordering can be assigned  
[9, p. 72]. Thus, simultaneous equations framework requires an a priori 
division of the variables into endogenous and exogenous categories. This 
kind of distinctions between variables imposes restrictions on the short-run 
dynamics of the model in order to achieve identification [9, 10, 11]. SEM 
can be applied to efficiently investigate long-run relations within the 
system – budgetary sector and real economy in particular, thus it is chosen 
as a method for this research. Macroeconomic model developed within the 
framework of SEM allows for developing various scenarios of fiscal policy 
which may serve as a basis for choosing the most efficient policy and 
design of tax system. 

Applying SEM to the data of Ukrainian economy serves to 
investigate interrelations between the budgetary and real sector of Ukraine 
that illustrate the structure of the economy. It is important for design of tax 
system and fiscal policy implications. The system of equations contains  
6 regression equations and 3 identities. It can be presented as follows: 

 

 PIT = f{SAL_BUDG, P, (SAL_BUDG(–1)–SAL(–1))*TR_PIT(–1),   
 DUMMY_CR};                 (1) 
 EPT = f{GDP(–1), d(INNOV_GOV(–2)), P(–1)*TR_EPT(–1),Q1*PPI,   
 DUMMY_2010_3};                 (2) 
 VAT = f{CONS–IMP, IMP, EX/GDP, TR_POPUL/EXPEN,   
 DUMMY_CR1, DUMMY_2010_3};                 (3) 
 EXCISE = f{IMP, CONS-IMP, DUMMY_09};                 (4) 
 REV_OTH = f{GDP, DUMMY_11};     (5) 

GDP = f {EXPEN, EX, VAT*(1+TR_VAT)/(TR_VAT)* 
 (1-EXPEN/CONS), DUMMY_08, DUMMY_2010_3};     (6) 
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 REV = PIT+EPT+VAT+EXCISE+REV_OTH;                 (7) 
EXPEN =  

 = INNOV_GOV + TR_POPUL + SAL_BUDG + EXPEN_OTH;     (8) 
 BD = REV – EXPEN,     (9) 
where PIT – personal income tax (mln UAH); EPT – enterprise profit tax 
(mln UAH); VAT – value added tax (mln UAH); EXCISE – excise on 
import and export (mln UAH); REV_OTH – other revenues of the 
consolidated budget (mln UAH); REV – revenues of the consolidated 
budget (mln UAH); EXPEN – expenditures of the consolidated budget 
(mln UAH); BD – deficit of the consolidated budget (mln UAH); 
INNOV_GOV – expenditures of the consolidated budget on innovations 
(Expenditures on research-and-development and Expenditures of state and 
regional significance) (mln UAH); TR_POPUL – transfers to population 
from the consolidated budget (mln UAH); SAL_BUDG – salaries to 
employees of institutions financed from the budget (mln UAH); 
EXPEN_OTH – other expenditures of the consolidated budget (mln UAH); 
TR_PIT – tax rate of PIT (%); TR_EPT – tax rate of EPT (%); TR_VAT – 
tax rate of VAT (%); SAL – salaries fund (mln UAH); P – profits of 
enterprises before taxes (mln UAH); GDP – gross domestic product (mln 
UAH); CONS – consumption (mln UAH); IMP – import (mln UAH); EXP 
– export (mln UAH); PPI – index (%); Q1 – dummy-variable for the first 
quarter; Q4 – dummy-variable for the fourth quarter; DUMMY_CR and 
DUMMY_CR1 – dummy-variables that indicate the impact of financial and 
economic crisis on budgetary and macroeconomic indicators during the 
period from 4th quarter of 2008 to 4th quarter of 2009, and 1st quarter of 
2010 respectively; DUMMY_08 – dummy-variable that indicates the 
impact of financial and economic and debt crises on budgetary and 
macroeconomic indicators starting from 4th quarter of 2008; DUMMY_09 
and DUMMY_11- dummy-variables that indicate the impact of changes in 
the Ukrainian legislation concerning rates of excise taxes in 2009 and 
system of taxation in 2011 respectively. 

In order to estimate the system of equations, it should be over 
identified or exactly identified. For this, there are sufficient condition for 
consistency (order condition) and necessary condition (rank condition for 
identification). After testing for both conditions, the system of equations 
proved to be over identified, so it can be assessed with the use of  
Two-stage least square (2SLS) or Three-stage least square (3SLS) Method.  

This study was conducted in the framework of the official statistics 
published by the State Statistics Committee of Ukraine, State Treasury of 
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Ukraine, National Bank of Ukraine, and other state institutions [12, 13  
and 14]. Data collection of the main budgetary and economic indicators of 
Ukraine is a hard procedure, as there is still lack of transparency in 
governmental institutions. The data on performance of consolidated budget 
from 2000 to 2011 derives from the state reports provided by the Institute 
of Economic Research and Political Consultancy. The budgetary data from 
2004 to 2011 derives from the Treasury reports. The data of the real 
economy derives from public reports of the State Statistics Committee of 
Ukraine. All the time series explored in the model are quarterly data 
starting from 2000 to 2011. 

 
3. Results Section 

 

3.1. Statistic Analysis of the Data 

The main components of budget system are revenues, expenditures, 
and budget deficit. They are interconnected through real economy and 
economic policy that is the reason for exploring these relations more 
thoroughly. 

 
3.1.1. Characteristics of the revenue side of consolidated budget 
 
Budget revenues of Ukrainian budgetary system by 84% consist of 

tax revenues (2011). The main tax revenues of the consolidated budget are 
value added tax (VAT) (32,6% of revenues in 2011), personal income tax 
(PIT) (15,1%), enterprise profit tax (EPT) (13,8%), and excise (8,5%) 
(Graph 1). Since in transition economies indirect taxes, such as value 
added tax (VAT) and excise, are harder to evade, their comparatively high 
share in Ukraine (amounts to more than 40%) makes the revenue side of 
the budget system more stable.  

VAT; 32,6%

PIT; 15,1% EPT; 13,8%

Excise; 8,5%

User Charges; 
3,7%

Other tax 
revenues; 7,2%Non-tax 

revenues; 
15,1%

Duty Imp; 3,0%

 
Graph 1. Structure of the revenues of consolidated budget of Ukraine in 2011. 

 97



Since there are 4 taxes that comprise 70% of budget revenues of 
Ukraine, for the sake of modelling budget system, revenue side of the 
budget is divided into 5 components: VAT, PIT, EPT, excise, and the rest 
of the revenues (other revenues). Yearly and quarterly dynamics of the 
main revenue components of consolidated budget that are VAT, PIT, EPT 
and Excise during 2000-2011 is illustrated in Graphs 2. Their shares 
constituted from 53,2% in 2000 to 66,7% in 2008, and 70,1% in 2011 in 
the total revenues of consolidated budget with an increasing tendency. 

During 2000-2004 revenues from PIT, EPT and VAT were equal. 
Though being the hardest to administer, starting from 2005 VAT had 
constituted significantly higher share in the revenues of consolidated 
budget. VAT revenues started to dominate in budget revenues with an 
active government campaign against fake reimbursement of this tax from 
the budget (see Graph 2).  

 

0

5

10

15

20

25

30

35

40

I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

м
лр

д 
гр
н

EPT VAT PIT EXCISE  
Graph 2. Quarterly dynamics of the main tax revenues during 2000-2011. 

 
Redistribution of financial resources has followed a change in the 

system of taxation of incomes of individuals. Since the reform was aimed 
at stimulating legalization of incomes in 2004, the state proposes a new 
way of taxation – introduction of a flat rate of 13% instead of progressive 
scale. As a result of transition to the new system of taxation comparing to 
the previous dynamics of budget revenues to the budget in short term the 
budget under levied a lump sum of resources. This is demonstrated in the 
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dynamics of PIT in 2004 comparing to 2003 and comparing to the amount 
of the other taxes levied (Graph 2). 

Also Graph 2 illustrates that in the past years until 2008 the amount 
of PIT and EPT overtook each other depending on the quarter. The reason 
for those changes in the dynamics are seasonality, that is inherent to both 
of the taxes, deriving from the specifics of the tax base, as well as of tax 
legislation that influences the dynamics of levying the taxes. Since recent 
financial and economic crisis caused decrease in the level of profits of 
enterprises, starting from 2009 the amount of PIT levied has predominated 
the amount of EPT. 

3.1.2. Characteristics of the expenditure side  
of consolidated budget 

Recently the expenditures on social protection, education, healthcare, 
and economic activities have constituted more than 70% of expenditures of 
the consolidated budget. The level of expenditures on economic activities 
of the state (11,6%-17,9% in 2007-2011) corresponds to the level of 
financing state functions (10,7%-12,0% in 2007-2011). About half of the 
latter expenditures finance administrative apparatus, and the other half is 
debt service. High share of those expenditures serves as an evidence for the 
necessity of increasing the efficiency of debt policy aimed at decreasing 
the level of interest rates and the scope of loans, as well as restructuring 
administrative apparatus.  

Growing expenditures on social protection and social service 
simultaneously with shortening expenditures on defence, even though 
national defence is strategic from the point of view of state integrity, are 
recent trends of the past decade. It serves as an evidence of non-
proportional distribution of resources of the budgets of Ukraine and the 
necessity of increasing the efficiency of the budget process. 

According to economic classification, expenditures of consolidated 
budget consist of current and capital expenditures, as well as unallocated 
expenditures and crediting excluding amortization. Growing share of 
current expenditures and shortening capital expenditures is a recent trend 
in Ukraine. Thus, in 2011 the share of capital expenditures amounted to 
10,1%, ranging between 6,5% (in 2009) and 20,4% (in 2004) [State 
Treasury of Ukraine]. In the meanwhile it is worth to mention that in 
transition economy most of institutional changes may be provided with 
capital expenditures, including expenditures on innovations. 
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According to economic classification of the budget, the main 
components of expenditures of the consolidated budget are salaries of the 
employees of budget institutions, expenditures on investments in 
innovative programs (expenditures on R&D), transfers to the population 
and public consumption.  

The first group representing salaries of the employees of budget 
institutions and pensions of former military forces employees (group 
«Salaries to budget employees» at Graph 3) in 2011 constituted 24,2% of 
the expenditures of consolidated budget of Ukraine.  

Graphic analysis of Graph 3 demonstrates that the share of this group 
in the expenditures during 2000-2011 was the most constant and during 
this period ranged between 21,3% and 26,7%. From the point of view of 
fiscal policy efficiency this group of expenditures is a significant 
constituent of incomes of individuals, influencing the amount of PIT levied 
in the future periods. The second group of budget expenditures is 
expenditures on research and development (R&D) and expenditures of the 
state or regional significance (group «Expenditures on R&D» at Graph 3), 
since a part of those expenditures are long term, they influence innovative 
constituent of the state economy. In 2011 this group of expenditures 
amounted to 15,7% of budget expenditures. During 2000-2010 the share of 
this group in the expenditures of consolidated budget constituted from 
3,7% (in 2004) to 9,7% (in 2000) (excluding 20,4% in 2001), being 
constant during 2005-2010 (around 8%), and increased almost twice in 
2011. The second group of budget expenditures is expenditures on research 
and development (R&D) and expenditures of the state or regional 
significance (group «Expenditures on R&D» at Graph 3), since a part of 
those expenditures are long term, they influence innovative constituent of 
the state economy. In 2011 this group of expenditures amounted to 15,7% 
of budget expenditures. During 2000-2010 the share of this group in the 
expenditures of consolidated budget constituted from 3,7% (in 2004) to 
9,7% (in 2000) (excluding 20,4% in 2001), being constant during  
2005-2010 (around 8%), and increased almost twice in 2011. Expenditures 
on R&D stimulate innovative activities of the enterprises, which under the 
efficient allocation of the resources allow increasing incomes in the 
economy, and consequently, the amount of EPT levied in the future 
periods. 
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Graph 3. Dynamics of expenditure constituents of the consolidated budget  

in Ukraine during 2000-2011. 
 

The third group of expenditures representing their influence on the 
VAT levied, consists of 2 parts: current and capital transfers to the 
population, charges on the salaries of the employees of budget institutions 
(subgroup «Transfers to population» at Graph 3); and the materials, 
inventory and services provided to the state (subgroup «Public procure-
ment » at Graph 3). Current and capital transfers to the population are 
assigned in the form of targeted aid to some categories of population (e.g. 
low-income groups), charges on salaries are redistributed through Pension 
fund and funds of social insurance (assurance, unemployment et.al.), which 
afterwards is mostly used for consumption by the low-income group of 
population, influencing the amount of VAT. Subgroup of transfers to the 
population in 2011 amounted to 32,4% of the expenditures of consolidated 
budget, while expenditures on goods and services of the state – 17,3% 
(Graph 3). During 2000-2010 the share of transfers to the population in 
budget expenditures ranged between 13,5% (in 2001) and 32,4% (in 2011) 
with an increasing tendency, expenditures on goods and services of the 
state – between 17,3% (in 2011) and 28,2% (in 2000) with a decreasing 
tendency in the past years (Graph 3). Since expenditures on goods and 
services of the state are not that volatile, but also influences on the amount 
of VAT levied, for the sake of modelling they are joined to the transfers to 
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the population (in the model the third group is called transfers to the 
population). 

 
Regression Analysis 

Modelling and assessing regression equations  
of budget revenues and GDP 

 
Modelling of 6 separate regression equations of endogenous variables 

of the model of the budgetary sector (1)-(6) based on theoretical 
background employing least squares (LS) method to the real data of 
Ukrainian economy with E. Views packet has given the following results. 

 
1. Estimation of PIT equation 
 
Modelling budget revenues from personal income tax (PIT) as the 

regression (1) of the model in a whole with respect to the designations of 
the variables mentioned in the above gave the following results. 
Dependence of PIT on the exogenous variables can be presented in the 
following equation (t-statistics is shown in the brackets): 

      (5,27)                                                 (-0,60)             

*))1(_)1((*347,096,98 −−−+−= BUDGSALSALPIT  

             (3,32)               (8,94)                                                     

*023,0_*356,0100/)1(_*) +++− PBUDGSALPITTR  

                     
  (1,72)                       

       ,_*4,748 ε++ CRDUMMY
  (10) 

.962,1,982,0
^

2 == dWR  
 

This regression explains PIT revenues of the consolidated budget 
with the factors of salary, tax rate, profit, salary of budget sector employees 
and crisis impact on the economy during the period from the 4th quarter of 
2008 till the end of 2009 on the level of 98,2%. From the coefficients of 
the equation above, the following conclusions can be drawn. Under 1 mln 
UAH growth of tax burden on PIT on incomes of budget sector employees, 
other conditions being equal, PIT revenues grow by 347 ths UAH, which is 
34,7% of anticipated revenues from the tax, while under 1 mln UAH 
growth of salary of budget sector employees, PIT revenues grow by 356 
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ths UAH, which is 35,6% of the tax base. However, since under increase of 
the tax burden and worsening of macroeconomic conditions propensity to 
shadowing incomes in transition economies is rather high, during the 
periods of economic crisis incomes are getting shadowed and IT is levied 
proportionally on the budget and non-budget sectors employees. Thus, tax 
rate is the most influential regulator for tax revenues. 

Under 1 mln UAH growth of profits of enterprises, other conditions 
being equal, PIT revenues grow by 23 ths UAH. The scope of the profit is 
important for modelling PIT revenues, since enterprises are the tax agents 
of this tax. Thus, the level of legal incomes and the taxes paid accordingly 
versus shadow economy depends on the level of profits of the enterprises. 
Though profit cannot serve as a policy regulator for PIT, the latter is an 
important macroeconomic indicator for tax modelling. 

2. Estimation of VAT equation 

Modelling budget revenues from value added tax (VAT) as the 
regression (2) of the model in a whole with respect to the designations of 
the variables mentioned in the above gave the following results. Depen-
dence of VAT on the exogenous variables can be presented in the 
following equation (t-statistics is shown in the brackets): 

 

 ,3_2010_*3,190521_*9,2460/_*0,6608

 (11,46)               (-0,55)                             (6,32)                        (-0,85)            

*121,0/*9,3178)(*0,1356,2429

DUMMYCRDUMMYEXPENPOPULTR

IMPGDPEXIMPCONSVAT

−−+

++−−+−=

(11) 

.048,2,957,0
^

2 == dWR  

This regression equation explains VAT revenues of the consolidated 
budget with the factors of internal consumption, export, import, transfers to 
the population from the budget, and impact of financial and economic 
crisis on the level of 95,7%.  

From the coefficients of the equation above, the following 
conclusions can be drawn. Under 1 mln UAH growth of import of goods, 
other conditions being equal, VAT revenues grow by 121 ths UAH, which 
is equivalent to 12,1% of the tax base, which is lower than basic rate on 
VAT, which amounts to 20%. The reason is preferential taxation, which is 
widely used for export operations. 

The coefficients of the equation demonstrate that increasing transfers 
to population makes positive impact on the rise of VAT revenues since 
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mostly they are transferred to sustain the level of low income groups who 
use this aid for consumption of the goods of first need. 

 
3. Estimation of EPT equation 

Modelling budget revenues from enterprise profit tax (EPT) as the 
regression (3) of the model in a whole with respect to the designations of 
the variables mentioned in the above gave the following results. 
Dependence of EPT on the exogenous variables can be presented in the 
following equation (t-statistics is shown in the brackets): 

 

(1,48)                               (-3,12)         

   ,_*4,1064**6,571

(1,07)                              

))2(_(*141,0

                                                 

(4,54)                           (15,0)                  (1,44)           

100/)1(_*)1(*0,244)1(*0,0392,515

1
CRIDUMMYPPI

GOVINNOVD

EPTTRPGDPEPT

Q +−

−−+

+−−+−+=

 (12) 

.170,2,917,0
^

2 == dWR  
 
This regression equation explains EPT revenues of the consolidated 

budget with the factors of tax rate on EPT, enterprise profits, GDP, 
increase of decrease of expenses on research-and-development, and 
seasonal peculiarities of tax administration on the level of 91,7%. 

The coefficients of the equation demonstrate that EPT tax burden is 
3,9%. Under 1 mln UAH growth of tax burden on EPT, other conditions 
being equal, in the following quarter EPT revenues grow by 244 ths UAH, 
which is less than increase in PIT revenues under change of tax burden on 
the latter tax. This misfit of tax rates efficiency is caused by the differences 
in book-keeping accounting and tax accounting according to which taxes 
are levied. Another reason is the amount of non-justified rebates and tax 
exemptions on EPT. Thus, there is need to shorten their amount and to 
shorten the disparities. 

Though state expenses on innovation which are common in transition 
economies for facilitating innovative processes and creating innovative 
economics are still low and statistically insignificant, they start to influence 
on EPT revenues with positive impact. 
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Seasonality of the first and fourth quarters is the result of the norms 
and order of paying EPT. It causes uneven tax burden on the enterprises 
that in its turn may cause shadowing of incomes. 

 
4. Estimation of Excise tax equation  
 

Modelling budget revenues from excise tax (Excise) as the regression 
(4) of the model in a whole with respect to the designations of the variables 
mentioned in the above gave the following results. Dependence of excises 
on the exogenous variables can be presented in the following equation  
(t-statistics is shown in the brackets): 

    (9,04)                  (10,28)                      (4,28)                      (0,90)                 

 ,09_*3,2726*019,0)(*0,0180,147 DUMMYIMPIMPCONSEXCISE ++−+=
 (12) 

.739,1,962,0
^

2 == dWR  
 
This regression equation explains excise revenues of the consolidated 

budget with the factors of internal consumption, import and impact of 
increase in excise tax rates in 2009 on the level of 96,2%. 

For modelling VAT and excise revenues that are indirect taxes 
consumption is the main factor of influence. That is why these taxes are 
sensitive to the phases of economic cycles. Excise consists of excise on 
import and on export. After accession of Ukraine to WTO in 2005 import 
started to prevail on export.  

From the coefficients of the equation above, the following 
conclusions can be drawn. Under 1 mln UAH growth of consumption of 
the goods produced in the economy, other conditions being equal, excise 
revenues grow by 18 ths UAH, or 1,8% of the tax base, which can be 
interpreted as an efficient (real) rate of excise levied on the goods of 
internal production. Under 1 mln UAH growth of import of the goods 
produced in the economy, other conditions being equal, excise revenues 
grow by 19 ths UAH, or 1,9% of the tax base, which can be interpreted as 
an efficient (real) rate of excise levied on the imported goods. 

Test diagnostics by LM-test confirms correct specification of the regression 
equation. 

 
5. Estimation of regressions for other revenues 
 

Modelling other budget revenues as the regression (5) of the model in 
a whole with respect to the designations of the variables mentioned in the 
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above gave the following results. Dependence of other budget revenues on 
the exogenous variables can be presented in the following equation  
(t-statistics is shown in the brackets): 

 
        (-3,16)                    (26,70)               (2,23)                         

 DUMMY_11*7,4748 *0,1007,1337_ −+= GDPOTHREV
 (13) 

.473,2,950,0
^

2 == dWR  
 
This regression equation explains other revenues of the consolidated 

budget through the scope of production in the economy and impact of 
changes in the tax legislation on the level of 95,0%. 

Most of other tax revenues that are of the higher share in other budget 
revenues depend on the level of production of the goods in the economy 
since mostly they depend on the peculiarities of economic activities. From 
the coefficients of the equation above it can be concluded that under 1 mln 
UAH growth of production of goods and services, other conditions being 
equal, other budget revenues grow by 100 ths UAH, or 10,0%. Also as a 
result of the changes in tax legislation and amendments of the Tax Code of 
Ukraine other revenues of the consolidated budget decreased. 

 
6. Estimation of GDP equation 
 

Modelling GDP as the regression (6) of the model in a whole with 
respect to the designations of the variables mentioned in the above gave the 
following results. Dependence of GDP on the exogenous variables can be 
presented in the following equation (–-statistics is shown in the brackets): 

 

(-6,28)                               (-1,37)                     (0,83)                (7,42)                

(15)    , 3_2010_*3,102728DUMMY_08*6,11029*126,0*587,1  

 (7,70)                                                     (4,23)             

)/1(*))100/_(1(*)100/_/(*037,12,17169

DUMMYEXEXPEN

CONSEXPENVATTRVATTRVATGDP

+−−+

+−++=

.079,2,980,0
^

2 == dWR  
 
This regression explains the amount GDP with the factors of the 

amount of budget expenditures, export, absorption of private sector 
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(consumption and investments), as well as crisis impact on the economy on 
the level of 98,0%.  

From the coefficients of the equation above, the following conclu-
sions can be drawn. Under 1 mln UAH growth of budget expenditures on 
consumption and investments the amount of GDP grows by 1,59 mln 
UAH. Thus, the multiplier of budget expenditures amounts to 1,59, which 
stands for increase of GDP with higher growth rate than budget 
expenditures. This is the justification for the Keynesian effects in the 
economy of Ukraine. 

Under 1 mln UAH growth of the amount of the absorption of private 
sector, which includes consumption and investments within the state from 
the side of the private sector, the amount of GDP grows by 1,04 mln UAH. 
Less than 1 mln UAH growth of export of goods and services, the amount 
of GDP grows by 126 ths UAH. Thus, external sector holds an important 
role in the economy, however, with the disproportions in the trade balance 
it is not the basic regulator of the economic state of the country. There is 
also evidence for negative impact of economic crisis on GDP. 

Test diagnostics, LM-test in particular, confirms correct specification 
of all regression equations. 

The justification of the main assumptions of econometric modelling 
within which are absence of autocorrelation, heteroskedasticity, multi-
collinearity, and correct specification of the equations is done with the help 
of internal econometric tests. Validity and reliability of the modelled 
equations are justified with the tests of Darbin-Watson, Fisher’s criteria, 
LM-test of Breush-Godfrey, for some regression equations if needed 
adjustment for Heteroskedaskity White test was done. Conclusion on 
absence of multicollinearity can be gained from the analysis of separate 
regression equations, since most of economically forecasted interrelations 
are justified with the results of assessment of equations. Correlation 
between the factors of separate equations is less than 80%, and the number 
of statistically insignificant variables is small. 

Assessing the system of equations  
and solving simultaneous model 

 
Comparison of the results of assessment of the parameters of the 

simultaneous equation model (1)-(6) as whole with two-stage least squares 
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(2SLS) and three-stage least squares (3SLS) showed that 3SLS gives more 
accurate results for more consistent parameters, since determinants of 
covariance matrices of errors of 3SLS (1,74E+38) are less than of 2SLS 
(2,16E+38). Thus, 3SLS is applied for further assessment of the model. 

Estimated model with 3 additional identities can be presented in the 
following form: 
 PIT = 71,6 + 0,31*(SAL(–1)–SAL_BUDG(-1))*TR_PIT(–1)/100 +   

 + 0,39*SAL_BUDG + 0,02*P + 191,7*DUMMY_CR           (16) 

 VAT = –1289,9 + 0,13*(CONS-IMP) + 0,12*IMP - 5868,4*EX/GDP +   
 +6311,0*TR_POPUL/EXPEN – 2052,1*DUMMY_CR1 –   
 –18353,7*DUMMY_2010_3        (17) 
 EPT = 530,1 + 0,04*GDP(–1) + 0,24*(TR_EPT(–1)*P(–1)/100) +   
+ 0,17*d(INNOV_GOV(–2)) – 624,8*Q1*PPI + 1135,9*DUMMY_CR1  (18) 
 EXCISE = 200,1 + 0,020*IMP + 0,016*(CONS–IMP) +   
 + 2741,5*DUMMY_09  (19) 
 REV_OTH = 1147,0 + 0,102*GDP – 5548,5*DUMMY_11                     

GDP = 20270,8 + 1,54*EXPEN + 0,006*EX +  
 +1,177*(VAT/(TR_VAT/100)*(1+(TR_VAT/100))*(1-EXPEN/CONS)) –   
 – 6281,2*DUMMY_08 + 103377,5*DUMMY_2010_3       (21) 
 REV  = PIT  + EPT  + VAT + EXCISE + REV_OTH       (22) 

EXPEN = INNOV_GOV  + TR_POPUL +  
 + SAL_BUDG + EXPEN_OTH       (23) 
 BD = REV – EXPEN .   

The results of estimation demonstrate that the model defines PIT 
revenues with the factors of salary, tax rate, profit, salary of budget sector 
employees on the level of 98,1%. It explains VAT revenues of the 
consolidated budget with the factors of internal consumption, export, 
import, transfers to the population from the budget on the level of 95,5%. 
The model explains EPT revenues of the consolidated budget with the 
factors of tax rate on EPT, enterprise profits, GDP, increase or decrease of 
expenses on research-and-development, and seasonal peculiarities of tax 
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administration on the level of 91,6%. It explains excise revenues of the 
consolidated budget with the factors of internal consumption, import and 
impact of increase in excise tax rates in 2009 on the level of 96,1%. It also 
explains other budget revenues through the scope of production in the 
economy and impact of changes in the tax legislation on the level of 
94,6%. The model explains GDP with the factors of the amount of budget 
expenditures, export, absorption of private sector (consumption and 
investments) on the level of 97,9%, as well as factor of financial and 
economic crisis that makes impact on each endogenous component of the 
model. 

Assessment of the simultaneous model of 3 identities and 6 
regressions applying Dynamic-Deterministic Simulation reflects that the 
series converge, which means that the model is steady and can be applied 
for forecasting, simulations, and developing scenarios of fiscal policy. The 
graphs also demonstrated that most of simulated data of endogenous 
variables accurately follow the real data.  

The analysis of the forecasting capabilities of the model demonstrates 
that they are satisfactory for applying the model for forecasting. It is 
supported with the indicator of forecasting capability of the separate 
equations (MAPE), which is a relative indicator of accuracy of the model. 
According to it forecasting capability of PIT is good (the value of MAPE is 
0,0897), and of EPT (0,1504), VAT (0,1754) and Excise (0,1541) taxes is 
satisfactory. Hence, forecasting capability of the model is satisfactory. The 
model is simulating all of the turning points of the data at a sufficient level 
and it is stable to insignificant changes in the parameters. 

 
Scenario Analysis 

 
In order to compare the efficiency of certain instruments of fiscal 

policy in the economy of Ukraine, different scenarios of fiscal policy were 
simulated based on the model of the budget system. They are the scenarios 
that simulate anti-cyclical policy through increasing budget expenditures; 
the increase in tax burden for covering budget deficit, including changes  
in the tax rates of EPT and PIT; reallocation of budget expenditures 
through changing the proportions of budget expenditures, including 
shortening current transfers to the population; redistribution of the 
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resources to R&D projects or to salaries of the employees of budget 
institutions. (Graph 4) 

 
Scenario 1. Anti-cyclical policy through increasing budget expenditures 

Increase in expenditures on innovations 

1.а 
Increase in state debt 

1.b 

Increase in expenditures on salary  
of budget sector employees 

Increase in state debt 

Scenario 2. Increase in tax burden for covering budget deficit 

2.а Increasing rate on EPT 

2.b Increasing rate on PIT 

2.c Increasing tax rates on EPT and PIT 

Scenario 3. Reallocation of budget expenditures 

3.а 

Shortening of current transfers to population 

Redistribution of resources to R&D projects 

3.b 
Shortening current transfers to population 

Increase in expenditures on salary of budget sector employees 

 
Graph 4. Scenarios of fiscal policy in frames of macromodel  

of budgetary sector of Ukraine. 
 

Graphic results of estimations of the scenarios have demonstrated that 
in the group of the scenarios implying the increase in the revenue side of 
the budget, scenario 1, which proposes to increase budget expenditures, is 
the most fiscally efficient. Increasing budget expenditures on salaries of the 
employees of budget institutions by 10% is the most efficient scenario out 
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of scenario groups 1, 2, and 3. The next efficient scenario is redistribution 
of budget resources from current transfers to the population (30% of the 
basic level) to salaries of the employees of budget institutions, and the next 
one is the alternative of applying the instrument of the tax rates. Under use 
of tax channels, changes of the tax rate of PIT allow gaining bigger 
changes in the budget revenues rather than changes of the rate of EPT. It is 
worth to mention that every scenario of the groups 1-3 is more efficient 
than the basic one. 

Scenarios 1.b and 3.b that imply increase in budget expenditures and 
reallocation of budget expenditures from transfers to the population to 
salaries of the employees of budget institutions are equally efficient from 
the point of view of increase in revenues of PIT. 

Scenarios 1.a and 2.a that imply increase in expenditures to R&D 
(1.a) in the first half of the forecasting period, and increase in tax rate of 
EPT (2.a) in the second half of the period respectively are more efficient 
from the point of view of increasing revenues of EPT. Overtaking temps of 
increase of revenues of EPT at the end of the forecasting period as a result 
of undertaking scenario 2 serves as an evidence that the instrument of tax 
rates on this tax is more efficient than increasing in budget expenditures on 
innovative projects absorbed in the economy. 

Reallocation of expenditures of salaries of the employees of budget 
institutions (scenario 3.b) can be efficiently applied in order to decrease the 
difference in revenues and expenditures (comparing to the basic scenario); 
applying the instrument of tax rates, in particular rate of PIT (scenario 2.b) 
is also rather efficient. 

From the analysis of scenario realizations the following conclusions 
can be drawn. Three alternative fiscal policy directions were proposed. 
Reallocation of budget expenditures from transfers to population to salaries 
of the employees of budget institutions, as well as changes in the tax rates 
are the most efficient instruments from the point of view of the resources 
mobilized. The highest fiscal efficiency of changing tax rate of PIT serves 
as evidence that PIT is the most sensitive in a sense of changing the scope 
of budget revenues. It is worth to mention that the comparison of the 
alternatives depends on the scope of resources redistributed and the size of 
changes in the tax rates. 

The choice of combinations of fiscal policy instruments might have 
multiple options. Besides changing budgetary and tax components, 
scenarios might imply different macroeconomic conditions in the 
forecasted period. Constructing scenarios involves elaborating optimistic 
and pessimistic scenarios of economic conditions and the alternative 
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packages of macroeconomic indicators. Thus, scenario analysis allows 
assessing the efficiency of certain fiscal policy instruments under given 
economic conditions, as well as forecasting the variance of the future 
budget revenues which serves to assess possible risks related to under-
levied revenues caused by slow recovery or worsening of economic 
conditions in the state. 

 
4. Discussion 

 
The results of the research, among other conclusions, confirmed 

Keynesian type of effects in the Ukrainian economy at its current 
transformational stage of development. Recently after financial and 
economic crisis, many researchers have confirmed the same effects in other 
economies, both in developed and transition economies, which make the 
conclusions of this research stand in line with international evidence and 
theoretical implications. 

However, to apply fiscal policy instruments in order to attain 
economic effect, a number of reforms have to be undertaken to support 
economic system of Ukraine with better functioning of transmission 
mechanism. 

It is worth mentioning, that this research is aimed at modelling 
budgetary sector of Ukraine. Thus, it is modelling interrelations 
exclusively between budgetary sector and real economy and among their 
components. The model does not take into consideration interrelations with 
other sectors, monetary and external in particular. Modelling the system of 
all interrelations within the economy could contribute to the accuracy of 
coefficients mentioned above. However, this model would be more 
complex, and not all the interrelations could be possible to model, which 
may worsen the accuracy of the impacts modelled. 

Also the state of the world or local economy that influence budgetary 
sector, as well as the other exogenous variables that may be necessary for 
the model proposed in the research, are to be estimated and forecasted with 
the use of external models that are subject of another research. 

With the use of the model proposed in the research, it is possible to 
replicate the research with the data of the other economies. Replication of 
quantitative estimation of the parameters of interrelations in the budgetary 
sector primarily would need conducting the analysis of qualitative 
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interrelations, based on the peculiarities of tax and budgetary system of a 
particular country.  

5. Conclusions 

Economic fluctuations in the developed and transition economies 
during the recent century, as well as recent sovereign debt crisis of the 
leading world economies has proved a necessity of continuous 
improvement and adjustment of fiscal policy to current macroeconomic 
conditions in the economy. Hence, it is highly topical to focus on 
investigating actual interrelations between fiscal policy and the state of the 
economic system of Ukraine, which is still being on the stage of 
transformation. Conducting efficient economic policy demands considering 
the features that are inherent to the economic system, as well as exploring 
the mechanisms involved in the economic processes of Ukraine. They 
should serve to explain the way tax and budgetary systems of the state 
should be arranged, as well as to suggest a justified choice of economic 
policy instruments applied that support economic development. 

Providing further development of methodological principles of 
conducting fiscal policy is important for making balanced fiscal policy 
decisions. However, there is insufficient use of economic-mathematical 
tools among the researches on the budgetary sector of Ukraine, which 
would allow estimating quantitative and qualitative characteristics of the 
budgetary sector and corresponding interrelations between budgetary and 
economic indicators that serve to estimate the efficiency of different 
instruments of fiscal policy. In order to achieve the aims of socio-economic 
development of the state, conducting effective fiscal policy has to involve 
complex and regular evaluation of interrelations in the budgetary and 
economic systems, including macroeconomic indicators. Methodology of 
macroeconomic modelling, in particular simultaneous equations modelling 
(SEM), allows providing the assessments. 

Budget revenues as an instrument of fiscal policy accomplish 
important fiscal and regulative functions. They are measured with 
capability of the budgetary system to levy taxes and duties in order to 
provide accomplishment of the fiscal function by the state, and at the same 
time to regulate economic processes in the state by changing tax rates, tax 
base, tax preferences and the character of administering tax system. Thus, 
the character of the tax preferences employed may stimulate the 
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development of certain industries, which at the same time understate 
budget revenues. The choice of optimal rates for each tax is a key task in 
implementing fiscal function of the state, simultaneously serving as a 
regulator of the economic processes and redistribution of financial 
resources in the state. At the modern stage of development of the Ukrainian 
economic system, the efficiency of tax policy should include the expansion 
of the tax bas, which is possible under conditions of decline of the level of 
shadow economy, as well as tax preferences should be economically 
grounded in order to encourage investments and innovations. 

Investigation of interrelationships in the budgetary system of Ukraine 
suggested the following results. There are tight relationships inherent to 
budgetary sector and real economy of Ukraine. They were subject of 
analysis based on applying SEM approach. Results of assessment of 
interrelations reflected that Keynesian effects of fiscal policy on economic 
development are justified in the economy of Ukraine. Thus, in Ukraine 
with economy at transformation stage, fiscal adjustment tends to be 
contractionary. This result is coherent with Carmignani’s [5] 
investigations. 

Performance of personal income tax depends on the following 
macroeconomic factors: the amount of salaries in the economy, enterprise 
profits and the level of the tax rate. Macroeconomic factors that influence 
the performance of enterprise profit tax are the amount of enterprise 
profits, gross domestic product, expenditures on innovation activities that 
are absorbed in the economy, the level of the tax rate and the 
administrative issues of levying the tax. Performance of value added tax 
depends on the following macroeconomic factors: the amount of internal 
consumption, import, export, transfers to the population from the budget. 
Macroeconomic factors that determine the performance of excise are the 
amount of internal consumption and import, and of the other budget 
revenues — the amount of goods and services produced in the country. 
Financial and economic crisis has negatively influenced the amount of the 
taxes levied.  

Scenario analysis has justified that tax rates are an efficient 
instrument in mobilizing financial resources. From fiscal point of view tax 
rate of personal income tax is more efficient than the rate of enterprise 
profit tax. Low level of real tax rate of the enterprise profit tax 
comparatively to the nominal one serves as an evidence of the necessity to 
reform the system of income taxation. Preferential tax treatment of 
enterprise income should be transparent and justified based on an objective 
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demand of support of certain industries and enterprises. Determining the 
tax base of income tax should be done based on the universal principles of 
taxation. Improving tax administration should serve to remove the schemes 
of avoiding income taxation and obtaining budgetary compensations of 
fake tax credit of VAT. Determining the level of tax rates and tax base of 
excise tax should be done based on the financial and regulatory rationale.  

Budget revenues and expenditures are highly interrelated with macro-
economic indicators. In the structure of GDP of Ukraine, consumption 
remains the main constituent of the economy. However, investments 
should be basic for providing economic development, which should be 
supported with different activities and stimulus, including fiscal ones. 
Negative dynamics of trade balance of Ukraine is caused by losing a part 
of target markets and recent decreasing prices on the basic export products 
of Ukraine on the world markets, combined with the lack of competitive 
import substitutive products produced in the economy. Growth of per 
capita incomes comparatively to the world indicators and the level of 
declared income of enterprises is still low, which stipulates low base of 
taxation on the majority of taxes. Thus, in order to achieve sustainable 
economic development, coherent tax system should serve to improve trade 
balance and stimulate investment activities (which constitute a tax base of 
excise tax and duty), as well as to raise incomes of population and 
enterprises, and thus, of product consumption (which constitute a tax base 
of taxes on incomes and consumption). 

Under current economic conditions in Ukraine budget expenditures 
may stimulate economic activities, this being confirmed by the Keynesian 
effects in the economy of Ukraine at the present stage of economic 
development. In order to promote long-term economic development, a part 
of budget expenditures should be effectively allocated in research-and-
development, which stimulates economic development. Changing the 
structure of budget expenditures implies reducing budget transfers to the 
population and enterprises. Hence, pension system should be reformed in 
order to provide autonomous functioning of Pension Fund of Ukraine. 

However, a huge scope for further research remains. The data used 
within the analysis of this paper does not give an answer on the impact of 
shadow economy within this model. Also, further research can be 
conducted to apply the approach suggested to modelling the interrelations 
in other transition economies and compare the results attained. Finally, 
further development of the study can be done through dynamic modelling 
combining SEM with ECM. 
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APPLICATION OF THE FEASIBILITY STUDY  
IN PROJECT FINANCE ON THE BASIS  

OF A SELECTED INVESTMENT PROJECT  
 

Teresa SZOT-GABRYŚ1 

 
Abstract. The paper presents a selection of aspects of a practical application 
the feasibility study in the evaluation of investment projects for 
implementation based on the project finance structure. The feasibility study 
is an analysis on the basis of which owners make decisions whether to 
implement or abandon a given project. Feasibility studies are particularly 
important when they investigate investment projects that are totally new and 
which will be built up from scratch, which is quite typical for project finance 
method. One advantage of project finance is that it creates a new business 
entity in order to carry out an intended investment project. It facilitates the 
analysis of conditions of project performance and its financial effectiveness; 
whereas, legal and economic isolation from its owners limits project-related 
investor risk. 
The paper includes a case study of a selected investment project for a better 
understanding of the project finance method and the role the feasibility study 
plays in the assessment of principles of a planned investment.  
 

Keywords: feasibility study, investment project, project finance.   

JEL Classification: M21 – Business Economics. 

1. Introduction 

Carrying out investment projects in an enterprise is a typical 
indication of corporate development strategy. In general, one may invest 
into real resources (tangible goods) or intangibles, or financial assets. 
Numerous corporate investors, amongst them private entities, undertake to 
set up project finance companies, i.e. new business entities established to 
build up a business idea from scratch. Performance of said business 
undertaking begins with drawing up an investment project as a newly 
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created business unit must be equipped with adequate fixed assets 
(buildings, constructions, machines, devices, equipment etc.). In economic 
practice, two methods of investment financing and completion have been 
developed: project finance and corporate finance2. Corporate finance 
involves taking investment decisions by enterprises that are already 
functioning on the market as the subsequent stage of their development. 
Project finance involves creating a special purpose vehicle, the only 
purpose of which is to manage the undertaken project on behalf of 
investors in the investment stage, then in the stage of exploitation of its 
current, operational activity. The project finance method is utilised mainly 
for the purpose of extensive, complex and capital-intensive investments. 
Typical examples of said investments are industrial plants or infrastructural 
investments (such as a construction of motorways, energy industry). 
However, project finance may also be employed when carrying out some 
smaller and relatively simple investments, such as building a hotel or a 
medium-sized production plant3.  

This study portrays the application of project finance to the 
development of a project finance idea involving the construction and 
maintenance of a spring water bottling plant. The second key issue 
depicted herein is the role of the feasibility study as a document containing 
a multifaceted feasibility analysis of an investment project that is to be 
implemented. One of the aspects of an investment project examined in the 
feasibility study is its financial effectiveness, sources of finance and 
financial liquidity of a project at the investment and operational activity 
stages formed as part of facility investment. Additionally, there is also an 
analysis of the structure of investor contributions and prospective benefits 
of project implementation from the point of view of said investors.  

Particular emphasis was placed on demonstrating the practical 
applications of project finance and the range of feasibility study analyses 
included therein. Therefore, the study employs the case study method and 
presents a case of a new undertaking involving the construction of a spring 
water bottling plant.  
 

                                      
2 W. Rogowski, Rachunek efektywności inwestycji [Investment effectiveness 

statement], Wolters Kluwer business, Kraków 2008, pp. 32-37.  
3 K. Brzozowska, Finansowanie inwestycji infrastrukturalnych przez kapitał prywatny 

na zasadach project finance [Infrastructural investment finance with private capital on the 
basis of project finance], Cedewu, Warszawa 2005, pp. 78-79.  
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2. Principles of project finance 

Carrying out lucrative business projects in practice requires adopting 
suitable organisational and legal forms for the planned project and seeking 
proper, externally supplied finance, as typically primary investor resources 
prove insufficient. A convenient method of financing new business 
projects involving building up a company from scratch is project finance. 
In order to implement a prospective investment project, a new business 
entity is established, referred to as a special purpose vehicle, which usually 
is largely financed with external investment loans. This way the project is 
separated from the up-to-date activities of its owners, which reduces 
liability risk of said investors for their prospective debts, if any such 
undertaking fails. The project finance method is often defined as the 
method of funding a self-contained business entity (isolated investment), in 
which a creditor is originally interested in monetary flow and profits 
generated by said entity as a source of loan and interest leverage and in 
entity's assets as a source of loan collateral4.  

Project finance is based on predictions regarding future outcomes of 
a newly created company. Such company is usually separated from an 
already existing institution or it is made from scratch. Hence, as a 
consequence there is no possibility to assess current financial standing of 
the entity. The sole object of analysis is the project itself and the size of 
risk associated with it. The underlying loan collateral is an asset, which is 
the outcome of project completion. The key moment for the project is the 
start-up and the early phase of project performance5.  

Therefore, an investment project is seen from the angle of cash flows 
related to the project and analyses focus on whether the undertaking 
maintains financial liquidity throughout its life-cycle. The project life-cycle 
is a complex and multidimensional process, which begins with expenditure 
associated with investment organisation and implementation, and ends 
with proceeds from the sale of a facility being closed down. We ought to 
examine the matter due to monetary resource movement related therewith. 
Generally speaking, the cycle consists of the following phases6:  

                                      
4 P. K. Nevitt, F. J. Fabozzi, Project financing, Euromoney Books, London 2000, p. 1.  
5 K. Czerkas, Project Finance w polskiej praktyce. Zastosowanie w działalności 

deweloperskiej [Project finance in Polish practice – property development activities], 
Biblioteka Bankowca, Twigger, Warszawa 2001.  

6 A. Wojewnik-Filipkowska, Project finanse inwestycjach infrastrukturalnych [Project 
finance in infrastructural investment], CeDeWu, Warszawa 2008, pp. 22-23.  
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1) Collecting financial resources (capital), i.e. the capital accumu-
lation phase. In the case of new enterprises, the process is always of an 
external nature. 

2) Spending monetary resources on indispensable economic means – 
the assets. 

3) Returning the cash spent based on the sales of goods and services. 
4) Reinvestment of retained profits, developing the next turnover of 

investment resources  
Looking at an investment project from the point of view of cash flows 

is a practical approach because maintenance of financial liquidity,  
i.e. synchronisation of inflows and outflows at all times during the project 
life-cycle, along with generation of net cash in the exploitation period, are 
key for its success and survival.  

 All in all, we may enumerate the following main features of project 
finance7:  

• the subject of financing is a legally and economically self-
contained investment project in a form of a specially developed 
project company referred to as a special purpose vehicle, whose 
only business activity is managing said undertaking;  

• capital is usually raised for a new investment rather than an 
already established activity; 

• there is usually a high level of debt (loan liabilities) within the 
structure of the total capital engaged in project funding;  

• creditors have no guarantees from primary investors – the so-
called non-recourse finance;  

• creditors' decision to finance an investment project is based on 
the analysis of future, anticipated profits, as a newly established 
project company has no history of activity and has no assets.   

• the principal source of loan collaterals are assets created in the 
course of undertaking implementation (licenses, proprietary 
rights to land, buildings and constructions, machines and 
equipment); 

• project finance debt should be repaid by the end the life-cycle of 
a given investment project.  

Due to above determinants of project finance, this structure needs to 
be thoroughly and comprehensively analysed and assessed at the stage of 

                                      
7 E. R. Yescombe, Principles of project finance, Academic Press, San Diego 2002,  

s. 7-8, za: W. Rogowski, Rachunek efektywności inwestycji, Wolters Kluwer business, 
Kraków 2008, s. 33-34. 
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concept development for an investment project to be implemented. The 
examination and evaluation of feasibility and cost-effectiveness of a 
project is conducted in a form of the feasibility study.  

 

3. The meaning of the feasibility study as a document 
encompassing an analysis of project idea 

 Pursuant to the adopted concept, which is in effect in the field of 
corporate finance management, the main long-term objective of an 
enterprise is to increase its owners' assets8. Establishment of a new 
company to conduct a business project is recognised as one of the available 
forms of investing said capital. It is obvious that investors expect that 
capital invested in the company will generate financial return. A decision 
to invest capital in setting up a new undertaking should be preceded by 
drafting of a feasibility study regarding such project.  

When referring to investment projects, including but not limited to 
projects involving establishment of a new company for the purpose of a 
business undertaking, one may talk about the so-called project-implemen-
tation cycle. This approach is done according to the commonly adopted 
methodology of the project course- and resources-planning. The project-
implementation cycle is a period which begins when research and analyses 
are undertaken, and which lasts until operation activities end. The structure 
of the project-implementation cycle may be presented as follows9: 

 
Pre-implementation stage: 

I. Research and analysis phase 
II. Project scenario and resources planning phase  
III. Underlying design phase  
IV. Undertaking implementation process design phase  
 
Implementation stage  

V. Implementation phase  
IV. Operational phase  

                                      
8 K. Jajuga, T. Jajuga, Inwestycje, Wydawnictwo Naukowe PWN, Warszawa 2008,  

s. 335. 
9A. Stabryła, Zarządzanie projektami ekonomicznymi i organizacyjnymi [Economic 

and organisational project management], Wydawnictwo Naukowe PWN, Warszawa 2006,  
p. 100.  
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Investment projects that involve establishing a new company from 
'zero' are highly complex. Any decisions related thereto must be preceded 
by a multisided analysis of feasibility of a given project, not only in terms 
of its financial profitability but also with reference to legal, organisational, 
technological, or market feasibility, etc. UNIDO provides a comprehensive 
methodology in the field. UNIDO is a specialist organisation, operating as 
part of the UN system, which supports industrialisation processes and 
helps developing countries and states in the period of economic 
transition10.  

According to UNIDO, the life-cycle of an investment project consists 
of the following stages: 

• pre-investment stage, 
• investment stage, 
• operational stage.  
Table 1 set out a detailed list of the phases of each individual stage of 

carrying out investment projects.  
 

Table 1. 
Investment project cycle according to UNIDO methodology 

 

Identification, possibility study 
Preliminary selection,  
pre-feasibility study 

Ancillary studies  
Feasibility study  

 
 
 

Pre-investment stage 

Evaluation and performance report  
Negotiations and concluding 

agreements  
Technical design  

Formulation (construction) 
Pre-production marketing  

Training  

 
 
 

Investment stage 

Acceptance and start-up  
Exploitation  

 
 
 
 
 
 

Investment 
project  

Operational stage  
Extension  

 

Source: W. Behrens, P. M. Hawranek, Poradnik przygotowania przemysłowych 
studiów feasibility [Manual for formulation of industrial feasibility 
studies], UNIDO, Warszawa 1993, p. 10.  

                                      
10 http://www.unido.pl/ 
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The pre-investment stage in particular is well developed in the 
presented methodology. The feasibility study plays an essential role here as 
it is a document composed of an analysis of legitimacy and viability of a 
project. The objective of the feasibility study is to conduct a multi-faceted 
analysis of conditions for carrying out a project; thus, to include the 
following: market and economic and financial feasibility analysis, within 
the context of adopted principles, environmental impact and local 
conditions analysis, and macro-surrounding conditions, i.e. formal and 
legal, political and social conditions analysis. Such comprehensive analysis 
leads either to project recommendation or project rejection. Therefore, it 
serves as the basis for decision-makers to implement a project.  

UNIDO methodology is adequate for large industrial projects where 
companies are often built up from scratch. However, Polish economic 
reality typically demonstrates entities from the small and medium 
enterprises sector which carry out projects on a much smaller scale. 
Nevertheless, the general UNIDO methodology, in particular that of 
financial analysis involving discount methods of investment project 
evaluation, is also suitable for typical investment projects carried out in the 
Polish reality by small and medium-sized enterprises11.  Said methodology 
is highly suitable for analysing investment projects intended to be 
implemented in an enterprise. This issue will be developed further on in 
the study in the form of a case study of a spring water bottling plant.  

 

Principles and objectives of the construction of a spring water 
bottling plant project – a case study12 

Project background  
The feasibility study has been prepared on initiative of potential 

investors’ group interested in the undertaking that consists in spring water 
plant start-up. The company’s activity will be based on existing and 
                                      

11 T. Szot-Gabryś, Projekty inwestycyjne infrastrukturalne i biznesowe. Aspekty 
teoretyczne i praktyczne [Investment, infrastructural and business projects. The metho-
dological and practical aspects], Difin, Warsaw 2011, pp. 47-48.  

12 This case study was developed on the basis of: T. Szot-Gabryś, project dossier: 
Feasibility study for spring water bottling plant, unpublished materials. Due to limited space 
of this chapter the presented case study omits an analysis of macro-environment determinants 
and a marketing analysis and strategy, which are included in the feasibility study of the 
presented project. What is more, the financial analyse presented has also been limited. 
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documented water intake, located in K. locality, F. commune in Poland. 
The intake is on a plot owned by Ms. T.D. The spring water present in that 
location has undergone numerous expertises and analyses that proved its 
beneficial physical chemistry characteristics and high quality of the water. 
Assumptions made for this feasibility study foresee the operations of 
spring water bottling enterprise in the form of Limited Liability Company.  

The feasibility study addresses the economic, financial and marketing 
assessment of undertaking that consists in setting and operating activity of 
mineral water bottling plant. The enterprise will operate in the legal form 
of Limited Liability Company.  

Preparing the feasibility study following studies and analyses were 
used: 

• „Hydrogeology documentation determining exploitation resources 
and the project of protected area of subterranean water intake 
localized on the plot owned by Ms. T. D., in K. locality, F. 
commune, Lubelskie Voivodeship, Poland”;  

• „Hydrogeology opinion concerning the presence possibility of 
terminal waters and waters suitable for bottling as spring water in 
K. locality”; 

• „Assessment of water holding capacity in K. locality, F. 
commune”; 

• Report on water tests; 
 
The aforesaid studies and expertises unequivocally prove that: 
• water present in the intake located on Ms. T. D.’s plot is charac-

terised by high quality parameters in respect of physics chemical 
characteristics; 

• water meets bacteriological standards of spring waters;  
• resources of aquifer are large and present high ability to naturally 

renew, what in a prospect of long-time exploitation guarantees that 
no shortage in raw material for the plant will occur;  

 
The confirmation of water high quality constituted a preliminary 

condition to undertake further studies concerning profitability of 
exploitation, bottling and distribution.  

The feasibility study is aimed to analyse the economic and financial 
feasibility of investment undertaking represented by construction and 
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operation of spring water plant. 2 stages of enterprise operations have been 
planned: 

• investment phase – building-up the enterprise; 
• phase of operating activity. 
Carried out analyses are aimed to indicate conditions for success of 

planned undertaking, on the assumptions made in relation to the value of 
capital employed by investors and indication of its profitability from the 
potential investor’s point of view.   

 

4.1. Phase of enterprise founding and organization 

The planned investment undertaking consists in construction and set-
up of spring water plant’s activity. In this connection the projection of the 
enterprise has been divided into two stages: 

•  investment phase – enterprise build-up – means carrying out 
organising activities and collecting fixed assets that constitute 
basis for company operations; 

•  phase of operating activity carried by the enterprise. 
The investment phase consists of following activities:  
 
I. Registration of the Company 

From the moment of registration the Company will become a legal 
person that will start the process of enterprise organisation and collecting 
its tangible assets. Share capital of the Company contributed by the owners 
in cash by shares subscription will amount to PLN 100 000. 

 
Table 2.  

The structure of share capital 

Shareholders Value of shares in 
PLN 

Percentage in total 
capital value 

  Ms T.D. 50 000 50.0% 
  H.N.V. B.V. 48 000 48.0% 
  A.J. H. 2 000 2.0% 

Total 100 000 100% 
 

Source: T. Szot-Gabryś, project dossier: Feasibility study for spring water bottling 
plant, unpublished materials. 
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Additionally, the shareholders will grant the Company following 
loans: 

• H.N.V. B.V. – PLN 552 000, 9% annual interest rate; 
• Ms. T.D. – PLN 500 000, 9% annual interest rate. 
Totally, indicated financing means will allow collecting assets 

amounting to PLN 1 152 000, of which PLN 100 000 of share capital will 
be recognized in balance-sheet equity capital and liabilities as Equity 
Capital and total amount of loans, i.e. PLN 1 052 000 as Long-term 
Liabilities.  

 
II. Purchase of land with spring water intake 

The first step of investment process is purchase by the Company from 
Ms. T.D. of land where spring water intake is localized, against amount of 
PLN 600 000. Before starting the activity on the basis of the purchased 
land, the destined use of land needs to be reclassified in local development 
plan from the destination for agriculture use to the business activity. To 
avoid tax on that transaction, it is important that the Company buys the 
land classified as agricultural land. 

 

III. Construction design and permits: 

• Order to execute the construction design of bottling plant and its 
infrastructure; 

• Obtaining a construction permit; 
• Purchase of aquatic legal survey; 
• Water qualification by the Spa Institute in Poznań. 
Issuance of opinion on water by the Spa Institute in Poznań 

constitutes a condition to accept the water for production and distribution. 
 
IV. Construction of bottling plant’s building (manufacturing 
shop, office and social rooms). 
 
V. Purchase of machines and devices, equipment, means of 
transport 

The key element of this phase is the acquisition of process line for 
bottled water’s manufacturing. It is assumed that the cost of purchasing the 
process line will amount to PLN 300 000, line capacity 3 000 litres per 
hour, what means 2 000 pieces of 1.5 litre bottles per hour.  
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VI. Enterprise organisation 

Simultaneously to the investment process, the works connected with 
enterprise organisation in order to prepare the Company to conduct its 
operating activity should be carried out. They include employment 
planning. 4-5 persons per one shift should operate the process line of 
spring water production. 

 
Table 3.  

Company organization structure 
 

  MANAGEMENT BOARD
2 persons 

  

 
 

  
 
 

    

 
PRODUCTION 

  
ACCOUNTING & 

ADMINISTRATION

  
LABORATORY 

  
SALES & 

DISTRIBUTION
 
Manager  – 1  

  
Accountant – 1 

  
Lab assistant – 1 

  
Marketing – 2 

 
Workers and 
handy-men – 12  

  
Administration 
employee – 1  
Cash-clerk – 1 
Invoicing-clerk – 1 

    
Managers – 2 
Stock and unload 
workers – 4 

 

Source: T. Szot-Gabryś, project dossier: Feasibility study for spring water bottling 
plant, unpublished materials. 

 

Employment of 28 persons is the minimum employment at planned 
activity scale of spring water bottling plant.  

 

4.1. Investment costs 

 Carrying out the operating activity requires the use of certain 
tangible assets. The shareholders, in the project assumptions have foreseen 
the collected capital value in amount of PLN 1 152 000.  
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Table 4.  
Investment needs 

Assets component Value in 
PLN Notes 

Purchase of land on 
which the water intake is 
localized 

 
600 000 

The land will by bought by the Company 
from Ms. T.D.  

Purchase of process line 
for bottled water 
manufacturing 

 
300 000 

The purchase of line with 2 000 pieces of 1.5 
litre bottles per hour capacity is planned. On 
the assumption of two shifts work, i.e. 15 h 
and 25 working days a month, manufacturing 
of 9 000 000 pieces of bottles a year will be 
possible. 

Production shop with 
stock room, social faci-
lities, offices and infra-
structure (including 
design documentation). 

250 000 Building’s parameters should be defined in 
the way ensuring that indicated functions can 
be fulfilled. Necessary stock rooms need to 
be estimated so that in the winter season, 
when the demand for portable water 
decreases, inventories could be accumulated 
in the plant. To have available specified 
number of products in the high season, it is 
planned to maintain steady production level 
in course of the whole year. Such policy is 
recommended in connection with low 
capacity of the bottling line.  

Forklift 80 000 Forklift is necessary to work in the store and 
to reload products in the pant and to load 
pallets on lorries.  

Truck with trailer  150 000 
60 000 

Industry specificity is products’ 
transportation to receivers by own means of 
transport. Hence means of transport need to 
be bought or transportation services need to 
be contracted. Transportation services costs 
amount to net PLN 1,35 per 1 km. 

Equipment 30 000 The item includes purchasing of office 
furniture and equipment, etc. 

Total 1 470 000  
 

Source: T. Szot-Gabryś, project dossier: Feasibility study for spring water bottling 
plant, unpublished materials. 

 
From estimations made it results that in the relation to the capital 

defined by the investors for organising of the enterprise in amount of PLN 
1 152 000, the minimum investment needs are still higher of at least PLN 
318 000. Moreover, the Company should also have available additional 
capital securing correct level of operating capital and covering 
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expenditures to be incurred due to VAT tax on investment purchases. 
These needs are estimated in the following amounts: 

• PLN 120 000 to finance the VAT tax; 
• PLN 30 000 to finance purchase of enterprise equipment; 
• PLN 1 200 000 to finance operating activity of the enterprise. 
The company is starting its operating activity in February and initially 

will manufacture products designated for stocking in order to secure 
correct number of products to be sold in the high season.  

From performed analysis it results that the capital in the amount of 
PLN 1 152 000 proposed by the investors is not sufficient to collect assets 
necessary for enterprise operations. 

One of solutions is to use machines or transportation in leasing. It is 
because the Company has limited possibility to get investment credit in its 
initial phase of operations. There is a greater chance to get operating credit 
that would allow correct securing of operating capital. Leasing represents 
the financing form that is more available than a credit, especially to 
companies in their initial phase of operations. But the costs of leasing 
burden the financial result. It should be mentioned that the Company in 
connection with loans granted by its shareholders in amount of PLN 
1 052 000 will be charged with monthly costs totalling PLN 7 890 and 
from credit capacity viewpoint will have unfavourable capital structure.  

 
Table 5.  

Capital structure 
Equity capital and liabilities 

component Value in PLN % in total 

  Company share capital 100 000 8.68 
  Loans from shareholders 1 052 000 91.32 
  Total 1 152 000 100 

 

Source: T. Szot-Gabryś, project dossier: Feasibility study for spring water bottling 
plant, unpublished materials. 

4.2. Operating activity 

The operating activity planning concerns forecast of revenues, costs, 
inventory, receivables and liabilities management. Amount of operating 
expenses results from applied production technology.  

Process technology of spring water bottling plant consists of several 
steps: 

• water uptake from the intake; 
• filtering, water tests; 
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• carbonation; 
• bottles preparation and filling-up; 
• labelling; 
• distribution;  

 

The feasibility study focuses on spring water manufacturing 
profitability and its distribution analysis. Thus the projection of revenues 
and costs must be carried out. One 1.5 litre bottle of water has been applied 
as a unit cost. 

 
Table 6.  

Direct materials costs 

No. Material type Net costs in 
PLN 

1.   Packaging – PET 1,5 l bottle 0.3669 
2.   Ring cap 0.1085 
3.   Bottle neck label 0.0086 
4.   Central label 0.0180 
5.   Adhesive 0.0001 
6.   Heat-shrinkable film 0.0023 
7.   Water – output fee 0.0003 
   Total 0.5047 

 
Source: T. Szot-Gabryś, project dossier: Feasibility study for spring water bottling plant, 

unpublished materials. 
 

4.3. Financial analysis conclusions 

1. From the conducted analysis it results that the capital proposed by 
investors in the amount of PLN 1 152 000 is insufficient to collect assets 
potential necessary for enterprise operations.  

2. The minimum level of operating credits on operating activity is 
following: 

•  PLN 120 000 to finance VAT tax; 
•  PLN 30 000 to finance purchase of enterprise equipment; 
•  PLN 1 200 000 to finance operating activity of the enterprise; 
It should be also taken into account that due to its disadvantageous 

capital structure (share capital and loans granted to the company by its 
owners that are included in liabilities) and no credit history, the Company 
can have difficulties to be granted the operating credit. 
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3. From the finance projection it results that the enterprise can have 
temporary finance liquidity problems, especially in dead season months. 
Then other operating credits will have to be incurred or another form of 
current activity financing will have to be sought. 

4. At the production scale resulting from manufacturing capacity, the 
company will not be able to carry out the production strategy based on 
returns to scale. If the product is placed successfully on the market (i.e. on 
the assumption that the whole production will be sold), the undertaking 
will be profitable. 

5. From the economic finance analysis carried out in the paper it 
results that: 

• planned investment undertaking is profitable, provided that 
indicated assumptions as to enterprise financing are met and the 
company places the product on the market; 

• IRR and NPV ratios are outstanding;  
• return on investments calculated with application of simple rate of 

return method will be realised in the fifth year of investment’s 
operations;  

• the Company is able to earn profits to handle liabilities and to pay 
out dividends to shareholders (after 5 years); 

The financial analysis proves that the investment project, on made 
assumptions as to revenues and costs, is profitable and maintains financial 
liquidity, i.e. shows capacity to pay back the credits incurred for its 
performance. Thus the investment planned by the Company is justified 
from market and economic financial point of view.  

5. Conclusions 

 The task of the feasibility study is to provide a comprehensive 
analysis of an investment project, including analysis seen from the angle of 
its financial effectiveness and potential barriers and obstacles and risk of 
failure. One advantage of the feasibility study is that it is prepared within 
the idea stage of a project, before some concrete steps are undertaken in 
reality. Hence, the feasibility study is an analysis on the basis of which 
owners make decisions whether to implement or abandon a given project. 
It is a document used by owners and investors, who want to invest their 
capital in the analysed project, for the purpose of decision-making. On the 
other hand, analyses included in the feasibility study may be employed in 
the process of acquiring external funds.  
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The feasibility study plays a key role whenever it investigates 
investment projects that are completely new and that will be built up from 
scratch, which is quite typical for project finance. In such situation there 
are no historical data which would serve as the grounds for planning future 
outcomes. Implementing project finance makes it possible to distinguish 
the legal and economic aspects of a given undertaking from its current 
activities. The above facilitates economic and financial evaluation and 
reduces investor financial risk, as it concerns capital entrusted to finance 
that project alone.  
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INTEGRATING FLEXIBLE BEHAVIORS INTO  
THE ECONOMIC TRANSMISSION MECHANISMS1  

 

Andrei Silviu DOSPINESCU* 
 

Abstract. The paper suggests a method for the analysis of the economic 
transmission mechanisms based on directional graphs.  
The relations between the economic variables are defined based on a vector 
of conditional probabilities which reflect a mix of specific economic 
behaviours. At the same time, the conditional probabilities are defined 
 for complex events which reflect economic behaviours characterized by: 
a) different triggering factors; b) different frequencies and patterns.  
This approach facilitate the integration of a variety of economic behaviours 
in one economic transmission mechanism make it a more flexible and 
realistic instrument for the economic analysis. 
 

Keywords: economic transmission mechanisms, conditional probabilities, 
flexible behaviours, functionalities, complex, systems. 

Jel classification: C15, C63. 

1. Introduction 

The economy is a dynamic system with specific trajectories for the 
variables of interest. This rises a challenge to define the probability for 
elementary events associated with a given states of one or more variables. 
Taking the classical example of coin tossing as a metaphor for the 
economic system, each tossing of a coin, in the case of the economic 
system each economic event doesn’t have the same initial conditions. This 
is equivalent with saying that we cannot define a set of elementary events 
having the same set of conditions. This suggests that the sequence of 
relative frequencies may not converge, thus the limit of the relative 
frequency may not exist.  
                                      

1  
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2007-2013, contract no. POSDRU/89/1.5/S/61755 



 134 

Having this is mind the paper has three objectives.  
The first objective is to analyze the probability of complex events 

associated with the phase space of the economic dynamic system.  
The second one is the analysis of the stability of the relative 

frequencies of elementary events. 
The third one is the characterization of the economic transmission 

mechanisms using conditional probability.  
The paper is structures in six chapters.  
The second chapter focuses on the literature review of the main 

applications of the dynamic systems in economics as well as on describing 
the place of the paper in relation to these contributions.  

In the third chapter the paper presents the impact of structural factors 
on the economic variables of interest. The focus is on inflation due to the 
characteristics of the analyzed structural factors, namely the downward 
rigidity of wages which is a nominal variable strongly connected with 
inflation. 

The fourth chapter presents the model focusing on the blocks of the 
model and on the specific system of differential equations.  

The fifth chapter presents the results of the model’s simulation 
focusing on the three objectives enumerated above. 

The sixth chapter is a synthesis of the main findings of the paper. 

2. Systems of differential equations – applications  
in economics 

The analysis of the economic processes using systems of differential 
equations underlines the complex behaviour of the economic system: 
bifurcations, critical points, possible chaotic behaviours. The main 
economic problems analyzed using the dynamic framework are diverse 
indicating the versatility of the approach: economic cycles (see Goodwin 
1967, Desai 1973, Wolfstetter 1982, Sportelli 1995, Purica and Caraiani 
2009), the dynamic theory of oligopoly (see Yoshida 2011), demographic 
problems and its application in economics (see Lucas 2002, Galor and 
Moav 2002, Hansen and Prescott 2002, Jones 2001), economic growth (see 
Kaldor 1956, Pasinetti 1962, Samuelson and Modigliani 1966 as well as 
unified economic growth theory developed by Galor 2011), the problem of 
stability of the economic equilibrium (see Woodford 1990, Bewley 1998, 
Bohm and Kaas 2000).  

From the perspective of the variables used in the model the 
differences in comparison with the cited approaches are not significant. 
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These approaches are based on the fundamental relations in economics 
between demand, offer, inflation, wages etc. The current paper introduces 
no innovative new relations. The main differences are related with the 
hypothesis of a unique market. The large majority of the models follow the 
tradition set by the dynamic stochastic general equilibrium models (DSGE) 
working with a single market, thus not taking into account the relation 
between economic sectors and the impact of these relations. Due to the 
nature of the problem studied in this paper, namely the impact of structural 
factors, the model builds a market with two sectors with all the 
implications that derive from this approach. The main implications are the 
capacity to capture the relation between sectors and the effect of the 
modifications of one of the sectors on the others.  

From the perspective of the behaviours of the solutions there are 
some differences in „the logic” of the approaches which should be 
underlined. We are going to focus on those approaches which are relevant 
to the current analysis.  

The approach which is steadily gaining ground is based on the use of 
non-linear systems of differential equations in describing and analyzing 
economic processes (see Rand 1978, Day 1982, Puu 2000, Nishimura and 
Yano 1995, Vosvrda 2001). Admittedly there is a richness of behaviours of 
these systems but also artificiality in defining the non-linear behaviours of 
the economic variables. One approach is to build trigonometric functions to 
reflect the relations between variables (see Hommes 1997) or to use 
equations known for their non-linear behaviours as in the case of the 
Faigenbaum equation (see Jensen and Urban 1984) or Van der Pol 
equation (see Bouli 1999). The use of these equations is made without 
clearly presenting their capacity to reflect the specific economic 
mechanisms. In this context it is not clear if the economic variables exhibit 
a chaotic behaviour or if there is a selection of those equations which allow 
the chaotic behaviour to manifest itself. In these cases the analysis of the 
chaotic behaviours is made in the logic of Thom 1989 and Zeeman 1977 
(interestingly these papers are not analyzing economic processes), namely 
analyzing the behaviour of the systems for different intervals of the 
coefficients. In this context, the perturbations on the system are described 
by the modifications in these coefficients. These modifications affect the 
stability and the behaviour of the system’s solutions only if they generate a 
change of the above mentioned interval of variation (see Goodwin 1990 for 
a presentation of the problem). The current paper investigate the processes 
which are behind these approaches, namely it focuses on understanding the 
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connection between the trajectories of the system’s solutions and the 
characteristics of the economic transmission mechanisms specific to the 
analyzed system. The problem is presented in chapter 5.  

3. The impact of structural factors  
on the economic indicators 

The different ways to quantify and theoretically define structural 
changes led to different approaches to analyze the structural component of 
the economic variable of interest. Dobrescu (2009) analyzes structural 
inflation from the perspective of the relation between the modifications of 
the weights of different sectors in the total production and the changes in 
the prices calculated as a ratio between the sectorial price index and the 
total aggregated price index. Balke and Wynne (1996) showed that the 
sectorial technological changes are reflected in the transversal distribution 
of price changes. Sheedy (2005) analyzed the impact of a shock (changes 
in the oil price) on the firm’s costs which led to price adjustments with 
different lags. In this approach the shocks that affect the economy are 
structural because they reflect the structure of the firms in the economy and 
the differences in their behaviours.  

The paper follows the logic of Sheedy (2005) in the sense that the 
changes in the key variables due to structural shocks are a result of the 
structure of the economy and its characteristics. The idea that we want to 
underline in this paper is that the economic system through its structure 
(the relation between the components of the system, the feed-back 
structure, behaviour characteristics) facilitates the understanding of the 
relations between the trajectories of the prices and the characteristic of the 
economic transmission mechanisms and their relations.  

4. The model’s presentation 

The chapter will focus on presenting the system of differential 
equations and the algorithm for running the model. The mathematical 
relations will be presented for a model with n components (consumers, 
firms). This version of the model uses an accommodative monetary policy. 
In the context of a constant money velocity, the monetary mass varies to 
equate the product of the quantity of goods in the economy and the prices 
of these goods. 
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4.1. The system of differential equations 

The system of differential equations models the variation of prices, 
wages, demand and offer in the context of the interaction between 
producers and consumers on two markets. The symbols used stand for  
pri – the price of the economic good, for the sector i, cri – demand for the 
good produced by the sector i, ori – offer for the good produced by the 
sector i, wri – nominal wage for the sector i, ep – expected inflation, is – the 
wage index, as – wage adjustment index, rs – downward rigidity of wages 
index, aprod – production adjustment index, profitri – the profit of the firm 
in sector i calculated as the difference between income and costs. The 
relations that model the evolution of prices, wages, demand and offer are 
described below:  
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The system of differential equations reflects the following economic 
behaviour mechanisms.  
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The variation in prices is proportional with the ratio between demand 
and offer and depends on the inflation expectations. The prices are 
increasing if the demand is higher than the offer, remain unchanged in the 
case of equality and decrease otherwise (see relation 1). The variation in 
wages depends on the variation of prices. An increase in prices generates 
pressures in the direction of an increase in wages. The wage adjustment is 
captured by the wage index which can be an index higher than unity (the 
wages increase more than the prices) equal to unity (the wages increase is 
equal to the price increase) and lower then unity (the wage increase is 
lower than the price increase). By algebraic manipulation of the relation 
(9), the wages can be written as a function of demand and offer with lag 
two (t–2), the inflation expectations and the wage index. The output 
variation depends on the differences between output and demand and on 
the production adjustment capacity (which can be seen as the elasticity of 
output to demand changes). This capacity is endogenously defined and it 
depends on the specificities of the production process and on the 
characteristics of the market (see relation 4). There are two possible values 
of the adjustment indicator, which corresponds to the case of positive 
profits or negative ones (see relation 5). The demand at the moment t 
depends on the relation between income and prices. By algebraic 
manipulation of relation 13, the demand can be written as a function of the 
demand and offer with one lag (t – 1), of the demand and offer at time t0 
and of the ratio of income and price and time t1 (see relation 6).  

4.2. The algorithm of the model 

The model has the following theoretical framework. The market is 
described by representative producers from two sectors. The producers use 
row materials (intermediate consumption) and labour force to produce the 
output. The relations between the sectors are reflected by the technological 
coefficients. The consumers income depend on the number of hours 
worked and the hourly cost of the labour force in the sector of work. The 
demand for the goods in the economy reflects the consumers’ choices 
taken into account their disposable income and preferences. The algorithm 
is based on the following steps:  

Step 1. At the beginning of the simulation there are defined: 1) a set 
of prices for the goods produced; 2) a set of prices for the labour force;  
3) the technological coefficients matrix; 4) the consumer preferences. The 
above mentioned variables are randomly defined but they respect a set of 
constraint that confers economic consistency. In this respect the 
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technological matrix reflects the ratio between the weight of the 
intermediate consumption and the labour force in the production process. 
The set of prices is chosen as not to be smaller than the marginal costs.  

Step 2. The output at the sectoral level is the solution to the problem 
of profit maximization. The demand is the solution to the problem of utility 
maximization.  

Step 3. Prices increase if C > O and decrease if C < O. The changes 
are proportional with the difference between demand (C) and offer (O) (see 
relation 8). The process illustrates the price adjustment mechanism of the 
output to the demand.  

The wages vary proportionally to the changes in prices taken into 
account the difference between the demand and offer (see relation 2). A 
supplementary constraint is added, namely the wages cannot decrease 
below the minimum wage in the economy.  

If the profit is negative after the price adjustment then the firms adjust 
their output to match demand. The adjustment is made with a lag reflecting 
the production characteristics of the firm, market strategies, the 
characteristics of the labour market etc.  

Step 4. Steps 2 and 3 are repeated for a number of periods (45 in the 
case of the simulations in the paper).  

5. Running the model 

The simulation investigates the limits of describing the evolution of a 
dynamic economic system using probabilities. To make the arguments 
more transparent some clarifications are in order.  

There are different types of events, specific to the economic system, 
for which we want to know their probability. Three types of events are of a 
particular interest.  

First of all, we want to know what is the probability that at time ti we 
have event A = {an increase in demand is accompanied by an increase in 
offer}. If the system is deterministic, as in the case of the model, the 
answer is 1. If the dynamic system can have more than one initial 

conditions then 
n
AnAP

n

)(lim)(
∞→

=  and the values is a direct result of the 

probability of occurrence of the initial conditions and of the trajectories of 
the system specific to those initial conditions. 

Second of all given a deterministic system and the trajectories of the 
key variables we want know what is the probability that event A will occur 
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at a random chosen time period given that no relevant random events will 
take place. The probability will be then defined by the relative frequency of 
the event A given the deterministic evolution of the system.  

Third of all we want to know how the probability of the event A chan-
ges if one of the variables of the system changes it value in an interval ε.  

 Having this in mind, we propose the following procedure. 
Step 1. We run the model described by equations 1 to 6 for 45 periods 

obtaining the economic variables of interest for the two sectors. 
Step 2. We apply the Granger causality test between the series 

demand and offer, prices and offer, prices and demand for the two sectors.  
Step 3. Based on the results of the Granger causality we define the 

events: A1 = {d(Ot) < 0 given that d(Ct – i) < 0}, A2 = {d(Pt)>0 given that  
d(Ot – i)<0} and A3 = {d(Pt) < 0 given that d(Ct – i) < 0}. We calculate the 
probability that event Ai will occur at a random chosen time period given 
that no relevant random events will take place. As mentioned before, the 
probability will be defined by the relative frequency of the events Ai given 
the deterministic evolution of the system. 

Step 4. We run the model 100 times. At each run the structural 
variables downward rigidity of wages rs is perturbed by a random term, 
where [ ]ε+∈ 1.01  01.1sr  and ε  is the random term [ ]0.01  0 ∈ε .  

Step 5. The output of the model give us 4 key series of length 100, 
namely rs and P(Ai) where I = 1 to 3.  

Step 6. We defined the functions )(:
is APri SSf →  where sr

S is the 

set of all values obtained for the 100 runs of the model of rs and )( iAPS is 
the set of all values obtained for the 100 runs of the model for P(Ai). The 
functions are then analyzed to see if they were monotonic.  

Step 7. An interval of variation is defined for P(Ai), namely 
[ ])(max(  ))(min()( ss

i rfrfAP ∈ . 
The application of the procedure generated the following results (see 

Table 1). The relevant statistics can be found in the appendix of the paper.  
The probability P(Ai) describes the behaviour and stability of the 

economic transmission mechanism regarding demand and offer, offer and 
prices, demand and prices. The most stable mechanism to the fluctuations 
in the downward rigidity of wages is the one described by event A1 
between demand and offer and the least stable the one described by A3 
between demand and prices.  
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Table 1 
Synthesis of the simulation’s results 

 

Relevant indicators 
Interval of variation for 
the indicators – sector 1 

Interval of variation 
for the indicators – 

sector 2 
rs (1.010 1.019) (1.010 1.019) 
P(A1) (0.962 0.969) (0.942 0.88) 
P(A2) (0.52 0.83) (0.5 0.77) 
P(A3) (0.32 0.54) (0.5 0.77) 

 

Source: Own computations 

The function 1f  is weakly decreasing for both sectors, thus it preserve 
the order. The functions f2 and f3 are not monotonically. This indicates that 
we are in a case of demand driven economy. The decrease in prices is not 
accompanied by a decrease in wages of the same magnitude. This suggests 
that there are situations in which an increase in demand is not accompanied 
by an increase in prices and an increase in offer is not accompanied by a 
decrease in prices. Both mechanisms are possible due to the different lags 
between them.  

A way of looking at the results in Table 1 is to look at the economic 
transmission mechanism as functionalities of the economic system and to 
ask in what conditions (perturbation of rs) are the functionalities 
preserved. To make the argument more clearly we are going to analyze a 
more complex transmission mechanism, namely a decrease in demand 
generates a decrease in offer which generates an increase in price. This 
mechanism can be seen as a directional graph with the nodes demand, offer 
and prices. The event specific to this mechanism is A4 = {a decrease in 
demand generates an increase in price given that a decrease in demand 
generates a decrease in offer}. 

The simulation of the model for 100 runs indicates the following 
results for the mechanism presented above P(A4) is constant for sector 1, its 
value being 0.5 and P(A4) varies in the interval (0.2 0.33) for the second 
sector.  

The robustness of functionalities to perturbation in rs is analyzed by 
looking at the correspondence between the increase in the value of rs

 in 
comparison with the starting value of 1.01 and the change in the 
probability of the events Ai. The approach is similar with the one proposed 
by Kitano (2007). As a starting point we defined intervals for the 
probabilities P(Ai). The intervals reflect if and in what degree the functions 
of the system are kept. The functions correspond to the events Ai. Red 
colour indicates that the system fails to have/maintain its function, different 
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blue colours show the level of degradation of the function and the green 
colour indicates the system maintains the functionality, white colour 
indicates that the indicator of robustness could not be calculated. A system 
is considered more robust if it better preserves it functionalities.  

 

Table 2 
The robustness of the functionalities to perturbations in rs 
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Legend:           fi(rs) ≥ 0.75,             fi(rs) ≥0.65,              fi(rs) ≥0.5,            fi(rs) <0.5 
    

Source: Own computations  
 
The analysis of Table 2 suggests an interesting question: “Are the 

complex functionalities more robust then simple ones?”. In the case of our 
analysis the complexity of functionality is easy to be defined, and it 
corresponds to events which are the combination of other events. In this 
respect, A4 =A2\ A1 where “\” should be read as “given”. In the case of the 
analysis the robustness of A4 is a direct consequence of the robustness of A2 
and A1 the last having the lowest performance of those two. In this respect 
the increase in complexity leads to a decrease in robustness. 

6. Conclusions 

The paper theoretically analyzed the probability of complex events 
associated with the phase space of an economic dynamic system. It 
proposed a procedure for the analysis of the stability of the relative 
frequencies of elementary events and the characterization of the economic 
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transmission mechanisms using conditional probability. The procedure 
allows for the definition of the interval of variation for the probability of 
different economic transmission mechanisms. 

In the context of the analysis of the probability associated with 
complex transmission mechanisms the paper discussed the robustness of 
different economic transmission mechanisms to perturbations in rs and 
finds that complex functionalities are less stable in comparison with 
simpler functionalities. 
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APPENDIX 1 
 

Statistical tests 
 

Pairwise Granger Causality Tests 
Date: 04/30/12 Time: 15:22 
Sample: 1 45  
Lags: 1   

 Null Hypothesis: Obs F-Statistic Probability 

 OFERTA1 does not Granger Cause CERERE1 44  14.0765  0.00054 
 CERERE1 does not Granger Cause OFERTA1  71.8107  1.5E-10 

 
 
Pairwise Granger Causality Tests 
Date: 04/30/12 Time: 15:22 
Sample: 1 45  
Lags: 1   

 Null Hypothesis: Obs F-Statistic Probability 

 OFERTA2 does not Granger Cause CERERE2 44  11.3302  0.00167 
 CERERE2 does not Granger Cause OFERTA2  9.63126  0.00346 

 
 

Pairwise Granger Causality Tests 
Date: 04/30/12 Time: 15:18 
Sample: 1 45  
Lags: 1   

 Null Hypothesis: Obs F-Statistic Probability 

 OFERTA1 does not Granger Cause IPC1 43  3.58946  0.06539 
 IPC1 does not Granger Cause OFERTA1  0.99193  0.32526 
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Pairwise Granger Causality Tests 
Date: 04/30/12 Time: 16:50 
Sample: 1 45  
Lags: 3   

 Null Hypothesis: Obs F-Statistic Probability 

 IPC2 does not Granger Cause OFERTA2 41  4.78036  0.00694 
 OFERTA2 does not Granger Cause IPC2  3.12014  0.03867 

 
 
 
Pairwise Granger Causality Tests 
Date: 04/30/12 Time: 15:52 
Sample: 1 45  
Lags: 2   

 Null Hypothesis: Obs F-Statistic Probability 

 IPC1 does not Granger Cause CERERE1 42  9.74905  0.00040 
 CERERE1 does not Granger Cause IPC1  6.75465  0.00316 

 
 
 
Granger Causality Tests 
Date: 04/30/12 Time: 15:24 
Sample: 1 45  
Lags: 1   

 Null Hypothesis: Obs F-Statistic Probability 

 IPC2 does not Granger Cause CERERE2 43  0.69833  0.40831 
 CERERE2 does not Granger Cause IPC2  2.16304  0.14919 
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ECONOMIC GLOBALIZATION – A FACTOR  
OR AN EFFECT OF FOREIGN DIRECT  

INVESTMENT FLOWS? 

Cătălin Emilian HUIDUMAC-PETRESCU ∗, Radu Marcel JOIA ∗* 

Abstract. The globalization phenomenon is a strong subject that has been 
making a lot of ink to flow. Tumultuous economic life challenged the 
scientists to search for explanations in order to present the negative events 
and their forms in the economy. Economic foundation has suffered many 
changes and all these took place in order to find a solution to the various 
challenges of the economy. From the point of view of many scientists, the 
last events that happened in the global economy show that economic 
fundamentals must be revised modified, because they have proved to be 
wrong in some ways.  
It is often observed that Economics doesn’t own any more the theoretical 
and practical means or analysis tools for intervention in the economy. The 
already existing theories and applications are inadequate and obsolete and 
the way of creating a new unifying principle or a generalized concept takes 
very much importance in order to systematize current and forecast economic 
phenomena at micro and macroeconomic level also for transnational 
companies conducting foreign direct investments (FDI). 
The concept of economic globalization highlights the changes made and the 
transformations that the global economy has been facing in recent years. 
Transfers of capital, free movement of capital flows, mergers and 
acquisitions globally made between various multinational or transnational 
companies are the elements that characterize the concept of “economic 
globalization”. But can we state that FDI has been driven by economic 
globalization phenomenon or has this phenomenon been born because of 
these capital exchange? 
 

Keywords: foreign direct investment flows, transnational companies, 
globally integrated companies, international investment strategies. 
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1. Introduction 

One of the features of the world’s economy in the last 20 years has 
been the impressive growth of inflows of foreign direct investment (FDI). 
It is important to state that the expansion of FDI flows has not been done in 
a spontaneous manner, but was stimulated over time by important reforms, 
such as opening economies to attract capital flows, changes in economic 
policies, and by implementing the privatization processes of companies. 

The invested capital in developed countries has always been 
abundantly, a clear example to sustain this statement is the United States, 
where the best investment opportunities have been fully exploited. The 
developing countries have had and still have great opportunities for 
investments, but they still remain unexplored. We are witnessing a very 
interesting economic phenomenon; many owners of capital transfer it and 
perform a reorientation of FDI flows from developed countries to 
developing countries, in order to take advantage of the opportunities 
created by the emerging countries. In addition, the profitability of  
these FDI placed from one country to another is very high, because of  
the differences between countries, and we can call them “cross 
differences”. 

This exchange of capital flows shall eventually have an important 
impact on host countries, especially in terms of investment (foreign 
investment that replace domestic investment), and the balance of payments 
(outflows to finance projects of foreign investment and subsequent capital 
inflows in the form of repatriated profits). Similar arguments have been 
made to explain differences in the cost of labour and other inputs, and 
differences in statements regarding tax rates, tariffs and other 
governmental interventions (Horst 1971, Caves 1996). 

 
2. Summary 

 
We are witnessing an “economic movement” of major international 

businesses, because the phenomenon of globalization has led transnational 
companies to create new types of international investment strategies and in 
this way to become globally competitive, integrating into the world 
economy. 
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In this way, we talk less of multinational or transnational, but more of 
globally integrated companies. The literature in this domain is extremely 
rich on this topic. We will review the specialists’ main ideas on this 
economic phenomenon, in order to illustrate the evolution and main 
elements that have stimulated great expansion of FDI flows over the past 
decades. 

Richard Lipsey believed that technology development, the trend of 
innovation in companies and the desire to reduce costs represent items that 
the phenomenon of economic globalization has strengthened. The 
appearance of these three elements has led in time to internal 
organizational changes for the companies and they have become more 
decentralized and flexible, with great changes in their chain value (Lipsey, 
R. G., Chrystal, K. A., (1995), An Introduction to Positive Economics, 
Oxford University Press, 8th Edition). 

Economic globalization should be seen as a global integration. Frank 
and Beeman believe that the new dimensions of the global economy are the 
technological part, thanks to the progress in communication and transport, 
and the economic part, due to the reduction or elimination of international 
flows barriers of goods, services and capital (W. J. Beeman, I. Frank, New 
Dynamics in the Global Economy). 

International connections, such as international trade cover some 
distances in order to conduct to such relations, while the global 
connections, like satellite communications, for example, happen 
instantaneous and are decoupled from space. They can propagate 
simultaneously and instantaneously from one place to another, “outside of 
time”, so that may be deemed “over-territory phenomena”1. Therefore, at 
present, international relations coexist with global ones, the contemporary 
world being an international and globalizing world. 

The international investment strategies from the past were based on 
export and sale of products on the other countries markets. This time, the 
new strategies combine the full range of cross-border activities: export and 
supply internal/external, foreign investment and international alliances. 
Those companies that succeed in using these strategies are profitable due to 

                                      
1 Scholte, J. A. (1997), The Globalization of the World Politics, Oxford. 
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a higher level of coordination, operations and local diverse implantation2. 
We can identify a process of “internationalization of capital” which seeks 
capitalization in different geographical areas of the world, depending on 
available resources and markets. 

Economic globalization has allowed the development of network 
companies that have increased the capital accumulation process and the 
decentralization of activities, offering in the same time, the penetration of 
capital across countries. International investment flows made by 
transnational companies through mergers and acquisitions processes have 
led to a consolidation and a high concentration of global capital. From an 
economic perspective, globalization has allowed the development of 
strategic partnerships between large multinational corporations especially 
in the technologic domain. 

Economic globalization is based on the increasing interdependence of 
states, which determines the creation of a system of interdependent 
markets. Due to these factors, the technology news spread quickly, the 
lower costs of production of a country affect all other countries products, 
the position of a company on a particular market can attract another market 
reputation, etc. So globalization of markets requires their integration, firms 
having no possibility to separate decisions. The interdependent markets 
will force them to adopt a “comprehensive strategy” aimed at the entire 
world market. 

Joseph Stiglitz, in his book “Globalization and Its Discontents”3, 
believes that globalization has huge potential, still unrealized, in order to 
eradicate poverty and stimulate economic growth in a country. In recent 
years, the International Monetary Fund (IMF), World Bank (WB) and 
World Trade Organization (WTO) have promoted world financial stability, 
prosperity and free trade; these institutions have been in the middle of 
economic events and contributed by all their actions to globalization in the 
last decades. As international organizations it was very easy to direct the 
global economy to economic globalization phenomenon. 

                                      
2 Ideas taken from the  O.C.D.E. study: «  Performances de filiales etrangeres dans les 

pays de l’OCDE », Paris, 1994. 
3 Stiglitz, J. (2003), Globalization and its discontents, New York: Norton Paperback. 
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Stiglitz's book seems to be a critique of the IMF and it accuses that 
although it has been more than 50 years after its creation, its main 
objectives were not accomplished and the IMF mission failed. According 
to Stiglitz's theory wrong policies have been adopted, such as the Fund 
denial of economic aid to countries in economic decline, or the creation of 
economic instability in the capital markets through forced liberalization too 
early begun. The mistake is that the IMF interferes improperly on 
macroeconomic issues at countries levels; there are plenty of examples, our 
country, Romania being among them. Moreover, aid is granted only to 
those states that adopt less expansionary policies, rather policies for 
restricting economic activity by lowering the budget deficit or raising 
taxes, or increase the interest rate, typically restrictive policies. 

Stiglitz blames “market fundamentalism”, which holds that a “free” 
market solves all problems flawlessly. He requires that public institutions 
should reform and become more transparent. This study contributes 
significantly to the globalization debate and provides an analytical model 
of the process of assisting countries facing the challenges of economic 
development and transformation. 

Liberalization of capital markets is an aspect of globalization that 
Stiglitz long fought about, because its benefits have been remarkable only 
in the developed countries, developing countries suffer from foreign 
financial flows, which changed direction and have affected banking 
systems and have collapsed real coins. Most common examples are those 
in Asia and Latin America. These crises have only served to worsen the 
poverty and create chaos at the country level. 

 Four years after showing the increased interdependence challenges of 
countries, Stiglitz returns with another study on the topic of globalization, 
named “Making Globalization Work”4, which seeks to provide inventive 
solutions for a range of problems facing developing countries 
development, international fiscal instability, and worldwide pollution. It 
also emphasizes the need to reform global financial institutions, reviewing 
commercial agreements and laws on intellectual property in order to make 
them better and to meet the growing disparities between countries. Now, 

                                      
4 Stiglitz, J. (2007), Making Globalization Work, New York: Norton and Company.  
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more than ever before, globalization has gathered the peoples of the world 
into one community, bringing with it a need to think and act at global level. 

John H. Dunning, in the studies, “The Advent of Alliance 
Capitalism”5 and “The New Globalism and Developing Countries”6, 
provides further explanations on economic globalization. Thus, it 
highlights a process of globalization based on multiplication of 
connections and interconnections between states and societies that are 
currently in the global system. It includes the process that events, decisions 
and activities in a certain part of the world have significant consequences 
for individuals and communities located at great distances from one 
another. 

A global company has many branches in different countries, being 
engaged in alliances and business networks in different parts of the world. 
Inputs from favourable regions and the products and services produced will 
be sold on different markets. Countries also have various commercial 
relations, financial and investment ones and the value added tax represents 
a significant part of GDP. Thus arises a universal tendency whereby firms 
and countries of the world are economically integrated, and this fact 
characterizes the new current global economic structure, different from that 
of previous generations. 

Thus, the development of financial and investment transactions leads 
to a substantial increase in the value of output produced by foreign 
companies, financed by foreign direct investment growth capital and 
strategic alliances that consist of a superior form of internationalization 
actual trade in goods. Dunning believes that major businesses in the global 
economy have changed the mentality and ways of operating, adopting a 
systemic view on the implications of their actions, according to new 
market demands. 

Friedman believes that the unifying feature of globalization system is 
the integration. The world has become an interconnected place where 
opportunities, but also threats are propagated in the direction you are 

                                      
5 Dunning, J. H. (1997), Alliance Capitalism and Global Business, New York: Taylor 

& Francis Ltd.  
6 Dunning, J. H. (1997), The New Globalism and Developing Countries, New York: 

United Nations Univ. 
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connected to. The motive idea for globalization is free market capitalism; if 
the markets have more skills and if the national economies are opened to 
free trade and competition, the economy will be more efficient and 
prosperous. Unlike the Cold War, globalization has its own dominant 
culture, which according to Friedman's opinion represents the cause of its 
homogenizer action (“The Lexus and the Olive Tree: Understanding 
Globalization”). 

The economic globalization process has been stimulated by 
transnational companies, which contributed and still contribute to 
geographic mobility of financial resources; we can conclude that this fact 
has led to a global market. Thanks to advanced technology and innovation, 
the world has changed in a record time and rhythm, the space barriers have 
become terms. We are witnessing a continuous shift and relocation of 
production to different parts of the world. This creates “transglobal 
relationships”7 that are actually technical and economic relations based on 
the enlargement of the production process8. 

Porter and Dunning mention that a transnational company should be 
able to create its competitive advantage and to strengthen its position on 
long terms in order to succeed at global level. The both specialists are 
combatants of short-term strategies. Success can be achieved whether the 
companies are able to exploit these advantages created through maximum 
utilization of production capacities (strategic or individual with other 
companies) and if they locate productive activities so that they meet the 
overall objectives of the company. 

We are aware that resources are scarce and that, at some point in the 
future, the resources that are now available in the world will become 
insufficient. Until recently a country was considered strong according to its 
natural resources. Now, we are witnessing an evolution, which means that 
a country is considered to be competitive if it owns technology, 
information, labour, market structure, institutions, but also cultural value. 
So if a country owns more of such components, it shall have the possibility 

                                      
7 Harvey, D. (2010), The Enigma of Capital: And the Crises of Capitalism, London: 

Profile Books Ltd., pp. 106. 
8 Idea taken from the book „The Enigma of Capital: And the Crises of Capitalism”, 

author David Harvey, Chapter-Capital Goes to Market, Profile Books Ltd., 2010.  
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to create powerful competitive advantages. We could call this theory, the 
theory of "relative advantage"9, a concept that is often found Michael 
Porter’s and J. H. Dunning’s books. 

We can affirm that, after applying this continuous globalizing 
phenomenon, the winners should be those countries that have relied on the 
state's role in the economy, states which haven’t based upon free market 
and upon its total capacity of self-adjustment and self-regulation10. 
Developing countries should manage properly their budgets, should 
eliminate protectionist barriers that are causes for high prices, should 
introduce strict regulations for protecting the economy in order to obtain 
success11. From all the statements we have presented before, we can state 
that nothing can be efficient if the countries are run by inefficient, 
undemocratic, unresponsive, corrupt and non-transparent governments. 
The countries that didn’t succeed in adapting this system failed because of 
these factors. 

 
3. Conclusions 

 
We are talking about two different concepts, namely the concept of a 

global economy and the concept of an internationalized economy12. The 
globalized economy is characterized by an integration of national 
economies into a global system through all the international processes. In 
other words, any company that adopts a strategy should think of it not only 
at national, but also at international level. In this way, the economic system 
acquires a new dimension, namely an internationalized one, and it becomes 
autonomous at global level. The opposite term of this globalized economy 
is the internationalized open economy, where the main actors are national 
                                      

9 The term comparative advantage was seen as "the principle of comparative 
advantage" in the book "Economic Growth: Science and Technology and Institutional Change 
in the Global Economy", written by Richard G. Lipsey, published by the Canadian Institute 
for Advanced Research, Toronto in 1991. 

10 Stiglitz, J. (2003), Globalization and its discontents, New York: Norton Paperback, 
pp. 73-74.  

11 Stiglitz, J. (2003), Globalization and its discontents, New York: Norton Paperback, 
p. 14. 

12 Margulescu, S, 2010, New strategies of transnational companies in globalization 
and functional specialization, Bucharest: Student Book publishing House, pp. 38-39. 
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economies, they preserve their autonomy and they are no longer integrated 
into the global economic system, according to the theory of the global 
economy. 

The relations between national economies are much closer, thanks to 
the transactions and international processes, such as international trade and 
investment flow. We can state that we are witnessing such interna-
tionalized economy because we can see that trade relations have been 
replaced with FDI flows. When we talk about their development, it is 
absolutely necessary to maintain a strong expansion of multinational 
companies, which are still regulated at national level, by keeping their 
national foundation. The autonomy of national economies is again 
emphasized in this way. In other words, the open internationalized 
economy is nothing else but a conglomeration of national autonomous 
systems based on international economic relations. So, foreign capital 
flows have been influenced by economic globalization, but they represent 
also an amplification factor of this economic phenomenon. 
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Abstract. World economies evolve along with expanding globalization. The 
traces that this phenomenon leave in national economies must be considered 
more seriously and thus to adapt continuously to the economics, social and 
political international mechanisms. The general process of globalization has 
also negative effects. One is the one we live now, namely the financial crisis. 
Now, more than ever, the state should intervene in economic and financial 
markets to try reducing skidding. All these actions require financial 
resources to achieve macroeconomic stability. Therefore, taxes are an 
important source of government revenue. Always, tax evasion was active 
and ingenious, because the tax burden permanently affected taxpayers, 
reaching the most sensitive point of their pecuniary interest. 
This article examines a small part of the factors causing this phenomenon, 
that in order to understand and develop some methods to combat, to 
highlight the adverse effects of the phenomenon and methods of eradication. 
The article also brings together analysis and research focused mainly on 
taxation and fiscal policy in Romania to identify the characteristic features 
of the tax system. Important issue of concern to economists today, but also 
policy makers, is the problem of optimizing the tax system. Increase, 
decrease or introduction of a new tax is a very delicate issue because of 
different effects. This study aims to find appropriate fiscal policies in 
Romania, according to the European standards. 
 

Keywords: shadow economy, tax evasion, tax policies. 
 
JEL Classification: H26; E62.  
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1. Introduction 
 

One of socio-economic phenomena of the utmost importance, facing 
all states today, in greater or less is tax evasion. Eradicate this phenomenon 
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is impossible. All you can do is limit this phenomenon. Taxpayers always 
tried to evade tax obligations that laws impose, because the tax touches one 
of the most sensitive points that are monetary interest. Tax evasion is 
found both in the “surface” economy, especially in the informal economy, 
where the phenomenon is a generalized form. This part of the economy 
came to the attention of specialists from the 60s, appearing in the literature 
under various names: the occult economy, secondary, parallel, 
immeasurable, etc. Underground economy exists in all countries, in a 
lesser or greater measure. 

Experts in the field have made an assessment of the effects of 
underground activities have on the economic and social life and their 
classification as follows: the effect on markets, influence markets this 
economy through several channels of transmission (supply and demand 
imbalance official markets through purchases of goods and services not 
reappear in the tender or delivery of goods and services that are not 
matched by demand, labour market imbalance by using informal labour, 
creating parallel markets for some goods and services, which leads to the 
formation of parallel prices for the same good or service, a situation likely 
to lead to unjustified reallocation of resources); effect on economic 
behaviour occurs by changing the nature and investment saving function of 
public and private sector; effect on monetary equilibrium, is influenced by 
the occult economy through the following channels of transmission 
(parallel prices for both goods and services as well as employment for local 
currency); diversion of significant monetary and thus it disrupts report cash 
/ coin scriptural; Waiting creating effects in relation to the main 
macroeconomic variables (interest rates, inflation and exchange rates, 
amplifying speculative transactions), the effect on the balance of payments, 
effect on general government. 

One of the worst effects induced economy is the increasing distances 
between various social groups. Economic differences are significant in that 
some social groups participating in underground economic activities can 
get huge benefits while the company experienced a worsening of living 
standards. 

 
2. Fiscal consolidation 

 
Romania must take measures for fiscal consolidation by reducing 

expenses and increasing revenues but these measures are hampered by tax 
evasion and tax fraud, and the share of 29.6% of GDP in 2011 to economy 
estimated by the European Commission shows the problem. The EU 



 159

average is 19.5%, only Bulgaria has a value above Romania i.e. 33% of 
GDP, but it began a comprehensive restructuring program and 
computerization of tax administration, Romania has, likely “great place to 
exchange with Bulgaria” if not take firm action in this regard. Problem is 
not just one of income but also of fairness, that’s because those affected by 
increases in taxes are honest taxpayers. Companies in Romania require 
excessive controls made by the competent authorities with overzealous. 
They also complain about high taxation that leaves businesses a single 
chance to survive and that is to make evasion; also unstable legislation 
prevent the achievement of a viable business plan. Although the debt is not 
to worry, its growth rate due to the economic crisis, remains worrying. In 
this respect, combating shadow economy can provide an important source 
of relief fiscal budget and can remove labour market and the real economy 
blockage. Authorized institutions must adopt a proactive behaviour by 
continuing fiscal consolidation measures. Reduced revenues due to the 
economic crisis, but not at the same pace with spending cuts led to a lack 
of predictability in the tax area, the state was forced to find resources in a 
short time regardless of the consequences of the economic future. An 
example to support this claim is the lack of cost-benefit analysis in the case 
of fiscal measures, the decision to increase VAT at 24% led to increased 
evasion tax, especially in the food industry where according to Romanian 
Employers' Federation of Food, this represents approximately 50-60% of 
the total market benefit budget was short term but long term negative 
effects especially for the public. VAT represent a great temptation to evade 
tax payment, to a decrease in indirect taxes to the previous level of 19% 
and 5% basic foods would reduce the temptation avoidance and evasion 
would cost basic foods at an unsustainable level the effect of payment of 
that taxes. This measure aims to end lower overall taxation, which would 
lead to a continuous decrease the temptation of tax evasion. State 
behaviour should change in the fight against tax evasion, especially by 
punitive sanctions that great design and change taxpayer on the tax burden, 
the latter can be done by presenting a cost-benefit analysis showing the 
usefulness and impact fee imposed. 

The emergence of the economic crisis increased the tax burden 
implicit influence on tax evasion. Reducing the tax burden should be a 
priority, given that, according to official statistics more than 60% of the 
Romanian monthly income is below 1500 Ron, that are forced to buy only 
necessities products and services. The major problem in our society should 
be treated with priority and responsibility of the state, as it limits the state's 
ability to increase revenue, especially in the current financial crisis and the 
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desire to reduce the gap with the EU. To reduce tax evasion, legislative and 
administrative reforms should be supported by close monitoring of the 
phenomenon and quick response of the authorities. 

An increasing fiscal pressure will cause the taxpayer to seek continual 
breaches in tax law, especially when it coincides with a decline in their real 
incomes. It is difficult to establish a limit on the tax burden because of 
intervening factors: economic conditions, international economic context, 
domestic and international political conditions, age etc.1 

 

 
3. Determinants of tax evasion phenomenon 

 

Evolution of evasion phenomenon is determined by several factors, 
both internal and external: legislative and institutional size, level of 
taxation, the real economy dynamic. 

According to international tax practices, a modern tax system must 
consider the education and training prompt taxpayers regarding their tax 
obligations, and penalties and sanctions that apply to breaches legal 
provisions. Tax evasions disadvantage the state because state revenues 
decrease and thus it cannot perform their duties, but also the taxpayer, 
because taxes are distributed on a mass of low income. To understand the 
phenomenon of tax evasion in developing and implementing effective 
control measures, must first consider the term called relative rate of 
taxation at national level during 2004-2012 (see Table 1). 

 
Table no. 1. 

Relative rate of taxation in Romania during 2004-2012 

Romania 2004 
(%) 

2005 
(%) 

2006 
(%) 

2007 
(%) 

2008 
(%) 

2009 
(%) 

2010 
(%) 

2011 
(%) 

2012 
(%) 

Tax on profit 25 16 16 16 16 16 16 16 16 
Income tax 40 16 16 16 16 16 16 16 16 

V.A.T. 19 19 19 19 19 19 24 24 24 
Employer 

contributions 
32 32 29.25 27.5 25.2 26.5 26.5 26.5 26.5 

Employee 
contributions 

17 17 17 17 15.5 16.5 16.5 16.5 16.5 

Total 133 100 97.25 95.5 91.7 94 99 99 99 

Source: www.mfinante.ro 

                                      
1 Popa, Ş., Cucu, A., Shadow economy and money laundering, Expert Publishing, 

Bucharest, 2000 
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Relative index of fiscal decreased in 2005 by approximately 33 
percentage points, something rarely seen in the economy. The main reason 
for this decrease was the flat tax set on January 1, 2005 at a level of 16%. 
This index has a downward trend until 2008, reaching a level of 91.7% 
(with approx. 41.3 percentage point difference from 2004) and led to 
growth until 2008. A decision influenced the increase in tax evasion with 
the advent of the economic crisis in 2008 was to increase contributions 
paid by the employer and employee. Government has taken various 
decisions to reduce the fiscal deficit during the crisis by increasing taxes 
and not taking into account their lower economic crisis. A measure of 
relaxation by lowering taxes and increasing tax base and reduce tax 
evasion Default economy. According to a study by Forbes magazine, 
which takes into account European economies, the country with the lowest 
level of taxation, the year 2010 is Ireland with an index of tax of 93.4% 
compared to 164%, the highest score for France. 

“Resistance” black market is due to the still very high level of social 
security, they increased the time that the economic crisis. Despite the 
optimistic figures given by the authorities in recent years, black labour 
remains a serious problem in the Romanian economy. The flat has reduced 
the black labour, and a significant number of employees still working 
economy. Growth of the number of employees involved in the national 
economy is much lower than the economic growth rate. At the same time, 
labour productivity in 2011 registered a growth level below that achieved 
in 2010. Despite imports of technology, providing increased productivity 
without requiring an increase in the number of employees, the difference 
between dynamic indicators emphasize concerns about the underground 
economy. 

 

4. New national system 
 

The current system of tax collection is characterized by a weak and 
ineffective administration with excessive bureaucracy, a relatively small 
tax base with many exceptions and statutory deductions and high tax 
evasion. 

According to an OECD report on tax administration, the 
administrative efficiency of tax collection is quite low in Romania, this 
being on the penultimate position in the group of new member states. 
According to the World Bank report – Paying Taxes 2012, Romania is 
positioned in 2011 to position 154 of 183 countries worldwide on the ease 
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of paying taxes, the number of tax payments per year you need to make a 
company in Romania is of 113. Romania is on last place in this chapter in 
the countries of Central and Eastern Europe. 

Romania has a small share in GDP revenues (tax and non-tax 
revenues), in 2011 this proportion was only 32.5% of GDP, keeping the 
big difference compared to the European average in 2011 was 12.1 
percentage points of GDP. At existing, the tax revenue to GDP (taxes and 
social contributions) in Romania was 27.2% in 2011, a slight decrease 
compared to 2010 by 0.7 percentage points, well below the EU27 average 
(39.6% – 2011, 39.9% – 2010), the difference was 12.4 percentage points. 
Structure of tax revenues in Romania differ from the European average is, 
a higher percentage of revenues from indirect taxes, 46.32% of the total tax 
revenue from 33.08% EU-27 average, while the share of direct taxes was 
only 21.32% (EU27 – 31.81%), the share of social contributions revenue 
was 21.25% (EU27, 35.1%)2. 

The rise of VAT and excise duties increased share of indirect taxes 
compared to 2010 by approximately three percentage points, while 
contributions and direct taxes have declined relative importance in terms of 
their share in GDP declines greater than reduction of total tax revenues to 
GDP. Can be considered indirect taxes were the main component of fiscal 
consolidation on the revenue budget. 

As an example of poor collection of taxes, Romania collected 8.4% of 
GDP in tax revenue in 2011, same as Estonia, while the statutory tax rate 
in Romania is higher than that of Estonia (24% compared with 20%). In 
addition, Bulgaria, the structure of the economy relatively similar to that of 
Romania and lawful VAT rate lower (20%), collected more of the value 
added tax in 2011, 8.6% of GDP. Regarding social security contributions 
paid by employees and employers revenues collected in 2011 were 8.3% of 
GDP, much lower than in the Czech Republic (13.1% of GDP) and 
Hungary (12, 3% of GDP), although statutory rates were relatively similar 
contributions, Slovenia (13.6%), Estonia (11.4% of GDP), Lithuania 
(9.5%), Poland (9.1%) and Latvia (8.6%), where statutory social 
contributions rates were significantly lower than in Romania. 

Romania is ranked among first of the highest taxes in the EU-27: 4th 
place, with the lowest rate of personal income tax, after Bulgaria (10%), 
Lithuania and the Czech Republic (both 15%) , 6th, taxing profits of firms, 
after Bulgaria and Cyprus (both 10%), Ireland (12.5%), Latvia and 
Lithuania (both 15%), 21st place, six states have higher tax burden on 
                                      

2 Burghelea, C., Molănescu, A., G., Crăciun, L., Macroeconomic development, 
Transversal Publishing, Bucharest, 2013 
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labour, namely: Belgium (55.4%), France (49.3%), Germany (49.1%), 
Austria (47.9%), Italy (46.9%) and Hungary (46.4%), 24th place, 3 
European countries tax higher than in Romania Hungary (27%), Sweden 
and Denmark (25%). 

 
5. Size combat tax evasion 

 
According to calculations Fiscal Council, based on National 

Statistical Institute evasion in Romania has a high dimension, unless CAS, 
VAT and income tax it represents 10.3% of GDP in 2010 (see Table 2) but 
stagnation is observed at the level of 2009. Romania has one of the 
smallest tax revenues in GDP of EU-27, which is 27.2% of GDP, a gap of 
12.4 percentage points of GDP to the European average. If the system of 
taxes in Romania would be effective, the state would reduce gap the 
European average. But this system is characterized by a small collection, 
excessive bureaucracy and high tax evasion. A profound reform of the 
administration of taxes in Romania targeted towards increasing tax 
collection is absolutely necessary3. 

 
Table no. 2. 

Evolution of the number of employees 
 
Evolution of the number of employees 

2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
2008 
2009 
2010 

2011 

Average number of employees in the natio-
nal accounts (1) 

5,882 
5,786 
6,138 
5,900 
6,408 
6,162 
6,412 
6,436 
6,513 
6,573 
6,633 

6,647 

Average number of employees reported by 
employers (thousands) (2) 

4,623 
4,619 
4,568 
4,591 
4,469 
4,559 
4,667 
4,885 
5,046 
4,774 
4,376 

4,297 

Average number of employees in under-
ground economy (thousands) (3)=(1)-(2) 

1,259 
1,167 
1,570 
1,309 
1,939 
1,603 
1,744 
1,551 
1,467 
1,799 
2,257 

2,349 

Share of employees in underground 
economy (4)=(3)/(1) 

21.4%
 

20.2%
 

25.6%
 

22.2%
 

30.3%
 

26.0%
 

27.2%
 

24.1%
 

22.5%
 

27.4%
 

34.0%
 

35.3%
 

Source: Council Tax calculations based on data from www.insse.ro 

                                      
3 Coşea, M., Romania underground, Bucharest, Economic Publishing, 2004 
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Special emphasis will be placed on increasing the number of checks 
covering personal tax position of individuals in terms of income tax and 
indirect methods will be enhanced control used to determine the adjusted 
taxable. Another course of action would be to monitor newly established 
taxpayers registered for VAT purposes, a field considered to have a high 
potential for tax evasion. Conditions will be checked and declared them as 
inactive, respectively, if they have the ability to conduct business for which 
they were authorized. Control of electronic commerce will be developed to 
identify risk withholding tax on dealer quality by individuals and 
businesses. It will then be prioritized checks on companies that have 
experienced negative returns successive amounts of VAT and no claim, 
given the frequent cases of tax evasion in this area. Will be developed and 
implemented software application “COLIBRI” in the process of issuing 
and use of the documents used to control individuals. Will create fiscal risk 
indicators to determine the taxpayer's tax risk profile start-ups and risk 
analysis will be performed in order to identify taxpayer’s affiliates that 
produce structural loss, to encompass their priority control plan. National 
Customs Authority will implement IT application monitoring movements 
of excise goods under suspension of excise duty, including intra-
Community movements of excise paid in the Member State of dispatch – 
EMCS Phase 3. 

Form filling system will be reorganized in order to lead to a smaller 
number of forms and deposits will continue building unique service to 
receive statements. National Agency for Fiscal Administration (NAFA) 
will continue to strive for more and better information to taxpayers about 
their rights and obligations in relation to tax administration, including the 
facilities and the continued growth of the use of electronic access citizens 
in relation to tax administration. 

Until 2014, the services provided by the tax payer will meet the most 
part, transparent and stringent quality standards. NAFA policy to support 
the business will continue in the coming years by maintaining a stable 
system of incentives for taxpayers to pay obligations to temporary 
difficulty caused by temporary lack of available funds and scheduled 
payments will continue providing outstanding tax obligations. 

For NAFA more complete collection of revenues is an ongoing 
objective. To this end, measures are in place to have the effect of 
improving payment compliance. Increased revenues will be achieved by 
promoting measures to broaden the tax base and improve collection. At the 
same time, it will focus on increasing computerization of internal activities 
of NAFA. 
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Improving organizational NAFA will increase efficiency, i.e. constant 
reduction in the cost of collection. NAFA next step necessary restructuring, 
initiated in 2011 will involve strengthening the organizational structure of 
the territory. Current training system will be improved to better meet the 
real needs for training in NAFA – own unit and subordinate units, thus 
contributing to performance and efficiency of the institution. External 
communication will increasingly illustrate the principle said to increase 
transparency, aiming not only large taxpayer’s information on NAFA 
activity, but also the prestige of the institution. Communication will be 
particularly important for mediating and understanding by taxpayers 
control the actions that will take place in the immediate future following so 
that they correctly perceive the risk posed to non-compliance with tax 
regulations. 

NAFA will implement a program of measures, which include both 
short-term actions and medium and long term4. Short-term economic 
activity in the areas NAFA known to have high evasion and trade in 
products subject to excise duty (tobacco, alcohol, oil) and trade in fruit and 
vegetables will focus on the measures of preventive and deterrent escapist 
initiatives. The fight against tax evasion should result in collection of 
amounts to the budget, not for controls that determine damage with little 
chance of recovery of tax arrears to be the state to watch them without 
success, consuming resources unnecessarily. Path tracing direct action is 
money, and there should be improved collaboration with other institutions 
including banking and judiciary. 

In the long run, it is very important restructuring under the NAFA 
World Bank. By improving relations with taxpayers and simplifying 
procedures for declaration and payment of budgetary obligations, the 
program aims to increase voluntary compliance. It will be easier for 
taxpayers to pay their tax obligations, which translates to the tax authority 
in raising revenues and to reduce collection costs. Fines and checks are 
temporary measures to bring the budget revenues and costs are high. To 
increase the share of revenues to the European average, the tax payers 
should provide both information and a simple submission of declarations, 
obtaining documents and payment. 
                                      

4 PRESS Release – referring to reform and action priorities of National Agency for 
Fiscal Administration, 23 April 2012 
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6. Conclusions 
 

Tax evasion exists in all countries; the difference between them is 
share in the total economy. Current economic climate, economic crisis 
caused by financial worsens public financial balance of Romania, one of 
the solutions to this scourge as limiting recovery leading to deepening 
crisis. Combating tax evasion must be a goal, national security "because it 
kept rising trend in recent years with no signs of decline or limit the 
phenomenon. With this objective is an important message to convey 
economic environment, limiting evasion will decrease the tax burden an 
expected time of economic environment. Due to the economic crisis is 
affected by frequent changes in the tax code; its stability and predictability 
are vital conditions for a business plan. 

Romanian state must take very strong measures to combat tax 
evasion, to change its behaviour in the fight against tax evasion large 
representing approx. 80% of the total. Measures must be supported by 
legislative changes to provide economic alternative than tax evasion. 
Evasion legislation leaves room for interpretation because it is brief and 
there is no clear definition of the concept of tax evasion. Reducing 
bureaucracy leads to decreased tax evasion and corruption in the system. 
Training fiscal agent, NAFA has a problem in terms of numbers than even 
the existing fiscal agents do not have a sufficiently high level of 
preparedness to cope with complex problems. 

Doing Business Advisory Council established in 2012 came up with a 
series of proposals including some to limit this phenomenon. A proposal 
concerns the restriction of cash in transactions to 2,000 Euros, according to 
the model introduced by Mario Monti in Italy. In a country where the 
economy reaches a level vision board 40% of GDP, cash plays an 
important role, it circulates freely if no transactions are made through 
banks, if the cash restriction to 2000 Euros when each transaction 
exceeding this amount will be justification money in the bank. Another 
proposal is the creation of Tax Police, which would work in coordination 
with the prosecutor’s office after the Dutch model, so evasion will arrive 
soon in court. State should take action against the practice of transfer 
pricing, we need a system of rules and methods to monitor and detect 
transfer pricing. The EU Commission has set up a Joint Transfer Pricing 
Forum and arbitration forcing the fiscal receipt issue and severe penalties 
for noncompliance. Computerization in tax matters: Bulgaria's fiscal cash 
registers connected to the GPRS tax administration, this system performed 
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real-time risk analysis; the benefit of this system is sending control bodies 
only where risk is reported. Another example would be centralized 
administration including issuing invoices; bills are issued using a common 
tax-payer so that each taxpayer information requirements are real-time. 
Significant short-term costs for this system but medium and long term 
these costs are amortized to revenue growth and the efficient control 
system. Total computerization of tax collection system reduces 
bureaucracy and corruption in the system default as limited personal 
relations between taxpayers and tax agents. 

Regarding excise tax evasion in this area is high even though it is 
highly regulated and efficient scanners are awarded at exhibitions of 
inventions produced in the country. In terms of legislation and control 
system are not much to be done, limiting avoidance can be achieved by 
applying existing legal provisions. 

With regard to “black” work, this problem can be solved with 
effective controls to detect employers who pay their employees under the 
table, backed by severe penalties. Should review state social security 
system, as employers take advantage of certain legislative gaps certain 
social groups have the privilege to pay less than the normal huge fiscal 
cost. 
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